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**Abstract.** Numerical approximation of a nonlinear diffusion equation of mean curvature flow type is discussed. Computational results related to image processing are presented.

In this paper we are dealing with the numerical approximation for (Evans & Spruck type) regularization of the following nonlinear degenerate parabolic equation

\[ u_t = g(|\nabla u|)|\nabla u|\nabla(\frac{\nabla u}{|\nabla u|}) \quad (0.1) \]

in a domain \( \Omega \subset \mathbb{R}^N \), which is accompanied with homogeneous Neumann boundary conditions and with some initial condition. The aim is to use the equation (0.1) or, more precisely, its reasonable regularization, for image and shape analysis. Then, initial condition represents the processed image and the function \( u \), the solution of (0.1), the result of nonlinear (geometrical) scaling ([11], [2], [14], [20]). This kind of application of equation (0.1) is based on the motion of image silhouettes by their mean curvature. Thus, the image geometrical features are strongly respected and (0.1) is a representative geometry driven diffusion model.

Provided \( g(s) = 1 \), (0.1) is called level set equation, which has been proposed by Osher & Sethian ([18],[21]) for computation of moving fronts in interfacial dynamics. It has been used by Evans & Spruck ([11]) for a definition of generalized mean curvature flow of hypersurfaces, too. The level set equation moves each level set (namely, level line in 2D and level surface in 3D) of \( u \) with the velocity proportional to its normal mean curvature field. Moreover, it yields the so called morphological principle: if \( u \) is a solution then, for any nondecreasing function \( \varphi \), \( \varphi(u) \) is a solution as well. This contrast invariant property has large significance in the theory of image processing ([11]). On the other hand, these ideas have been used in [3], where the model like (0.1) has been suggested for computational image and shape analysis.

Applying the level set equation to initial image yields the silhouettes smoothing. We document this phenomenon in Figs. 1–4. Solving numerically a regularization of (0.1) (see (0.2)–(0.4)) we try to obtain a realistic (smooth) shape of 3D object – left heart ventricle ([17]). We visualize the level surface which represents the boundary of the volume containing the blood in several discrete moments of cardiac cycle. On the left sides of the figures, the unfiltered isosurfaces are plotted. There are many unrealistic fingers, incisions and peaks caused by acquisition. We can move such surface in the direction of its inside normal vector field with the velocity proportional to the mean curvature. The motions of convex and concave pieces are opposite due to the curvature sign, and the large fingers shrink faster due to curvature dependence of flow. Thus, locally in scale, we can obtain reasonable smoothing of the isosurface. The results of such image processing are plotted on right sides of Figs. 1–4.

On the other hand, the model (0.1) can be used successively for image selective smoothing with conserving of edge positions ([19], [5], [3], [12], [13], [4]). The Perona-Malik function \( g(s) \) depending on \( |\nabla u| \) – edge indicator (\( g(s) \to 0 \) for \( s \to \infty \)) is used to "stop" the motion of the silhouette-edges. The regions between them are smoothed due to the diffusion process. Here, we present Fig. 5 where two chromozomes are extracted from an initial rather noisy 3D-image by image selective smoothing (0.1) with \( g(s) = 1/(1 + s^2) \).

A 2D example is given in Fig. 6. The ancient coat-of-arms of Slovak town Modra is scanned from a book where neither the paper nor the colours were of a good quality (left). On the right, the scaled-smoothed version is presented.

There are several approaches to solve mean curvature flow problem, primarily related to free boundary problems with surface tension. Some of them deal with the so called Lagrangean approach” where the moving curve or surface itself is the main object of modelling and computing ([16], [15], [9], [10]). The “Eulerian approach” of Osher & Sethian handles implicitly the mean curvature motion passing the problem to higher dimensional space and solving there the level set equation. What has been somewhat artificial in interfacial dynamics is very natural for image processing; we handle in one all geometrical information contained in image greylevel intensity function \( u \), unknown in (0.1).

The level set equation itself is degenerate parabolic and complicated from the computational point of view. Its viscous-
ity solution ([6], [7], [11]) can be tracked numerically e.g. by special techniques based on solution of Hamilton-Jacobi equations of first order ([18], [21]). We follow a totally different numerical approach. The motivation is to use standard numerical methods for solving parabolic PDEs, namely a finite element method for discretization in space and a kind of implicit method in scale. We solve a parabolic problem (in nondivergence form, however) which is close to the basic equation (0.1). For this purpose we use a special regularization depending on a small parameter \( \varepsilon \) used by Evans & Spruck in the proof of existence of a weak solution of generalized mean curvature flow ([11]). Their regularization is interpreted as a motion of a graph, with a slope proportional to \( 1/\varepsilon \), which is thus close to a cylinder with basis given by moving curve or surface. From [11], it is guaranteed that, for \( \varepsilon \to 0 \), solutions of the regularized problems tend to the viscosity solution of the level set equation.

We therefore solve numerically the following initial-boundary value problem

\[
\frac{1}{\sqrt{\varepsilon + |\nabla u|^2}} u_t - g(|\nabla u|) \nabla \cdot \left( \frac{\nabla u}{\sqrt{\varepsilon + |\nabla u|^2}} \right) = 0 \quad \text{in} \quad I \times \Omega, \tag{0.2}
\]

\[
\partial_{\nu} u = 0 \quad \text{on} \quad I \times \partial \Omega, \tag{0.3}
\]

\[
u(0, \cdot) = u_0 \quad \text{in} \quad \Omega, \tag{0.4}
\]

where \( 1 > \varepsilon > 0 \) is a (small) real number, \( I = (0, T) \) is scale interval and \( \Omega \subset \mathbb{R}^N \).

The semidiscrete version (Galerkin approximation) of (0.2) –(0.4) then reads as follows

\[
\int_{\Omega} g(|\nabla u_h|) \frac{u_{h,t} \varphi_h}{\sqrt{\varepsilon + |\nabla u_h|^2}} + \int_{\Omega} \frac{\nabla u_h, \nabla \varphi_h}{\sqrt{\varepsilon + |\nabla u_h|^2}} = 0, \quad \forall \varphi_h \in \mathbb{X}_h, \quad t \in I, \tag{0.5}
\]

\[
u_h(0, \cdot) = u_{h,0}, \tag{0.6}
\]

where \( u_h(t, \cdot) \in \mathbb{X}_h \) is the approximation of \( u, \mathbb{X}_h \) is space of linear finite elements with grid size parameter \( h \) and \( \pi_{h,0} \) is the so called minimal surface projection of continuous initial data \( u_0 \) (see [8]).
In [8], the motion of two-dimensional nonparametric surface by its mean curvature, governed by equation
\[
\frac{1}{1 + |\nabla u|^2} u_t - \nabla \cdot \left( \frac{\nabla u}{1 + |\nabla u|^2} \right) = 0 \text{ in } I \times \Omega, \tag{0.7}
\]
is considered, provided \( u = 0 \) on \( \partial \Omega, \Omega \subset \mathbb{R}^2 \) and starting with smooth initial graph. For the fixed \( \varepsilon > 0 \), the structure of (0.2)–(0.4) differs only slightly from (0.7). Thus, in 2D case, one can use straightforwardly the ideas of Deckelnick and Dziuk to obtain the existence and uniqueness of the solution of the problems (0.2)–(0.4), (0.5)–(0.6), respectively, in proper functional spaces. Moreover the difference between \( u, \) solution of regularized problem (0.2)–(0.4), and \( u_h, \) solution of (0.5)–(0.6), depends on \( h \) in qualitatively same way as in [8] (Theorem 3.2). Thus the convergence of \( u_h \) to \( u \) in \( L^\infty(I, L^2(\Omega)) \cap L^2(I, H^1(\Omega)) \) is guaranteed for \( h \to 0 \).

In practical computations we solve (0.5)–(0.6) by a kind of semi-implicit method – treating the nonlinearities from the previous scale step. So, we choose discrete scale step \( \tau \) and in each discrete scale moment \( t_i = i\tau \) we solve
\[
\int_{\Omega} \frac{(u_h^i - u_h^{i-1}) \varphi_h}{g(|\nabla u_h^{i-1}|) \sqrt{\varepsilon + |\nabla u_h^{i-1}|^2}} + \tau \int_{\Omega} \frac{\nabla u_h^i \cdot \nabla \varphi_h}{\sqrt{\varepsilon + |\nabla u_h^{i-1}|^2}} = 0,
\forall \varphi_h \in X_h
\]
for the unknown function \( u_h^i \). The convergence for such a full discrete scheme as well as the analysis of the limit behaviour \( \varepsilon \to 0 \) is an open question.

The computational grid is given naturally by the pixel (voxel) structure of the initial image. In experiments documented in Figs. 1–4 we used scale step \( \tau = 10^{-4} \), regularization parameter \( \varepsilon = 10^{-6} \) and we have computed 21 discrete scale steps. For the experiment from Fig. 5 we have choosen \( \tau = 10^{-3}, \varepsilon = 10^{-6} \); the initial state and images after 6, 12 and 30 scale steps are plotted. In Fig. 6, the parameters are the same and we plot initial image and scaling version after 10 steps. In both cases we have \( g(s) = 1/(1 + s^2) \).
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