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Summary. We propose and prove a convergence of the semi-implicit finite
volume approximation scheme for the numerical solution of the modified
(in the sense of Catté, Lions, Morel and Coll) Perona–Malik nonlinear im-
age selective smoothing equation (calledanisotropic diffusionin the image
processing). The proof is based onL2 a-priori estimates and Kolmogorov’s
compactness theorem. The implementation aspects and computational re-
sults are discussed.
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1. Introduction

In this paper we study the convergence of the semi-implicit finite volume
scheme for the following nonlinear initial-boundary value problem

∂tu − ∇.(g(|∇Gσ ∗ u|)∇u) = f(u0 − u) in QT ≡ I × Ω,(1.1)

∂νu = 0 on I × ∂Ω,(1.2)

u(0, ·) = u0 in Ω,(1.3)

whereΩ ⊂ R
d is a rectangular domain,I = [0, T ] is a scaling interval, and

g is a decreasing function,g(0) = 1, 0 < g(s) → 0

for s → ∞, g(
√
t) is smooth,(1.4)

Correspondence to: K. Mikula
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Gσ ∈ C∞(Rd) is a smoothing kernel with
∫

Rd

Gσ(x)dx = 1(1.5)

andGσ(x) → δx for σ → 0, δx the Dirac measure at pointx,

f is a Lipschitz continuous, nondecreasing function,f(0) = 0,(1.6)

u0 ∈ L2(Ω).(1.7)

We assume that

suppGσ(x) ⊂ Bσ(0) (Bσ(0) is a ball centered at 0 with radiusσ)(1.8)

and by the term∇Gσ ∗ u in (1.1) we mean∫
Rd

∇Gσ(x− ξ)ũ(ξ, t)dξ, where

ũ is an extension ofu given by periodic reflexion through the boundary of
Ω in the regionΩσ = Ω ∪⋃x∈∂Ω Bσ(x) and by0 in R

d − Ωσ.
In the image processing, (1.1)–(1.3) arises in the nonlinear data filtra-

tion, edge detection and image enhancement and restoration [14], [5]. The
initial conditionu0(x) represents the greylevel intensity function of the im-
age which we want to process. The solutionu(t, x) of (1.1)–(1.3) represents
the family ofscaled(filtered, smoothed) versions ofu0(x); t is understood
as an abstract parameter calledscale. In general, the processing ofu0 by
evolutionary PDE like (1.1) is calledimage multiscale analysis[1,2,11,
15] and, in a sense, it represents an embedding of the initial image to the so
callednonlinear scale space. In our case, (1.1)–(1.3) represent a slight mod-
ification of the well-known Perona–Malik equation called alsoanisotropic
diffusionin computer vision community. It selectively diffuses an image in
the regions where the signal is of constant mean in spite of those regions
where the signal changes its tendency. This diffusion process is governed
by the shape of the functiong and its dependence on∇uwhich is in a sense
an edge indicator [14]. We note that in original Perona–Malik formulation
∇u stands in the place of∇Gσ ∗u in (1.1). However, if the productg(s)s is
decreasing, thePerona–Malik equation can behave locally like the backward
heat equation, which is an ill–posed problem. So, forg’s used in practice
(g(s) = 1/(1+s2), g(s) = e−s) bothexistenceanduniquenessofasolution
cannot be obtained. One way how to preveal that mathematical disadvan-
tage has been proposed by Catté, Lions, Morel and Coll in [5]. They have
introduced the convolution with the Gaussian kernelGσ into the decision
process for the value of the diffusion coefficient. This slight modification
(for σ small, themodels are close and in a sense∇Gσ ∗u → ∇u for σ → 0)
allowed them to prove the existence and uniqueness of the weak solution
for the modified model and to keep all practical advantages of original for-
mulation. Moreover, the usage of theGaussian gradientmakes the process
more stable in the presence of noise. It has made explicit apresmoothing
included implicitly in numerical realizations of Perona–Malik equation, too.
Due to homogeneous Neumann boundary conditions the solution tends to
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a constant function with time evolution, providedf ≡ 0. By means off
on the right–hand side of (1.1), the solutionu is forced to be close tou0,
which can weaken the influence of thestopping timeT . In [12], f(s) ≡ s
is proposed.

Several approaches for the numerical solution of (1.1)–(1.3) have been
suggested and studied regarding stability of the schemes, convergence to
a weak solution of continuous problem and efficiency of implementations.
There are used finite difference approximations (see e.g. [16] as well as
methodsbasedonfiniteelement techniqueallowingadaptivity bycoarsening
of the discrete computational grid [8], [3]. The convergence of the semi-
implicit scheme combined with finite elements in space to the unique weak
solution of (1.1)–(1.3) has been proven in [8]. The finite difference schemes
for (1.1)–(1.3), explicit, semi-implicit or implicit, have been studied only
due to the stability properties on given spatial discrete grids [16].

In this paper we derive approximation scheme, corresponding to (1.1)–
(1.3), using the so called finite volume method [13], [6]. In finite volume
method, the discrete approximations are piecewise constant per control vol-
umes corresponding to pixel/voxel structure of the discrete image, so such
approach is the most natural in image processing. The nonlinearity of the
equation is treated from the previous discrete scale step, thus our scheme is
semi-implicit and leads to a solution of sparse linear systems in each dis-
crete scale step of the algorithm. That can be done in efficient way using
preconditioned iterative solvers. Moreover, the scheme allows to derive L2
a-priori estimates for fully discrete solutions which force us to use Kol-
mogorov’s compactness theorem in order to prove the convergence of the
approximations to the unique weak solution of (1.1)–(1.3).

The organization of the paper is as follows. In Sect. 2 we present the
fully discrete semi-implicit finite volume scheme and in Sect. 3 we prove its
convergence to the unique weak solution of the problem. Finally, in Sect. 4
we discuss some computational results.

2. The finite volume scheme

Let τh be a mesh ofΩ. The elements ofτh are the so called control vol-
umes. For every pair(p, q) ∈ τ2

h with p �= q, we denote their common
interface byepq, i.e. epq = p ∩ q which is supposed to be included in
a hyperplane ofRd not intersecting eitherp or q. Letm (epq) denote the
measure ofepq, andnpq the unit vector normal toepq oriented fromp
to q. We denote byE the set of pairs of adjacent control volumes, de-
fined by E =

{
(p, q) ∈ τ2

h , p �= q, m (epq) �= 0
}
. We also use the nota-

tionN(p) = {q, (p, q) ∈ E}. We assume that there exists family of points
(xp)p∈τh , xp ∈ p for every p ∈ τh, such that for every(p, q) ∈ E ,
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xq−xp

|xq−xp| = npq. Letδ (p) denote the diameter of the control volumep,m (p)
the measure inRd, of the control volumep, ∂p its boundary and let

h = max
p∈τh

δ(p).

We denote bydpq = |xq − xp| the Euclidean distance betweenxp andxq
and byxpq a point ofepq intersecting the segmentxpxq. Finally we define

Tpq = m(epq)
dpq

.

Now, we are ready to write thesemi-implicit finite volume schemefor
solving regularized Perona-Malik problem (1.1)-(1.3):

Let 0 = t0 ≤ t1 ≤ ... ≤ tNmax = T denote the time discretization with
tn = tn−1 + k, wherek is the time step. Forn = 0, ..., Nmax − 1 we look
for un+1

p , p ∈ τh satisfying

un+1
p − unp

k
m (p) =

∑
q∈N(p)

gσ,npq (uh,k)Tpq
(
un+1
q − un+1

p

)
+f
(
u0
p − unp

)
m (p)(2.1)

starting with

u0
p =

1
m(p)

∫
p
u0 (x) dx, p ∈ τh,(2.2)

where
gσ,npq (uh,k) = g (|∇Gσ ∗ ũh,k (xpq, tn)|)(2.3)

and ũh,k is an extension of the piecewise constant functionuh,k defined as
follows

uh,k (x, t) =
Nmax∑
n=0

∑
p∈τh

unpχ{x∈p}χ{tn−1<t≤tn}(2.4)

with the functionχ{A} =
{

1 if A is true
0 elsewhere.

The extension is realized by pe-

riodic reflexion through the boundary ofΩ in the regionΩσ and by0 in
R
d − Ωσ.

Remark 2.1.The functionuh,k, constructed using discrete values given by
the scheme (2.1), is considered as the approximation of the solution of (1.1)-
(1.3) and its convergence to aweak solution of (1.1)-(1.3), ash → 0,k → 0,
will be studied in Sect. 3.
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Remark 2.2.The scheme (2.1) is deduced from initial-boundary value prob-
lem (1.1)-(1.3) after integration of (1.1) overp ∈ τh and over[tn, tn+1]:

tn+1∫
tn

∫
p

∂tudxdt =

tn+1∫
tn

∫
∂p

g(|∇Gσ∗u|)∇u.−→n dxdt+

tn+1∫
tn

∫
p

f(u0−u)dxdt

(2.5)
and taking into account the homogeneous Neumann boundary conditions
(1.2).

Remark 2.3.The gradient of the convolution term in(2.1), i.e.

∇Gσ ∗ ũh,k (xpq, tn) =
(

∂

∂xi
(Gσ ∗ ũh,k (xpq, tn))

)
i=1,...,d

,

wherexi are space variables, is computed using the convolution derivative
property

∂

∂xi
(Gσ ∗ ũh,k (xpq, tn)) =

∂Gσ
∂xi

∗ ũh,k (xpq, tn) .

Then we have

∂Gσ
∂xi

∗ ũh,k (xpq, tn) =
∫

Rd

∂Gσ
∂xi

(xpq − s)ũh,k (s, tn) ds

=
∑
r

unr

∫
r

∂Gσ
∂xi

(xpq − s)ds(2.6)

and thus

∇Gσ ∗ ũh,k (xpq, tn) =
∑
r

unr

∫
r
∇Gσ (xpq − s) ds(2.7)

where the sum is evaluated on control volumesr ∈ τh and on control vol-
umes contained in the reflexion ofτh through boundary ofΩ which are
arroundxpq. Hereby, the sum is restricted to control volumes intersecting
Bσ (xpq), the ball centered atxpq with radiusσ.

Theorem 2.1. (Existence and uniqueness of the discrete solution)There
exists unique solutionuh,k given by the scheme (2.1).

Proof. We can prove the existence and uniqueness ofuh,k once we prove it
for eachunp , p ∈ τh, 0 ≤ n ≤ Nmax.We use an induction argument for that
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purpose. Firstu0
p is given for eachp ∈ τh.Next, we suppose thatunp , p ∈ τh

is known. By(2.1) we have, for eachp ∈ τh, that
m (p)

k
+
∑

q∈N(p)

gσ,npq (uh,k)Tpq


un+1

p −
∑

q∈N(p)

gσ,npq (uh,k)Tpqun+1
q =

=
m (p)
k

unp + f
(
u0
p − unp

)
m (p) .(2.8)

let us define

P = card (τh)

and functionα : τh → N∩ [1,P] which numbers each volumep, i.e.p �−→
α (p). Then we can constructRP×P -matrixA = (Aij)P×P coming from
(2.8) for which

Aα(p)α(p) =
m (p)
k

+
∑

q∈N(p)

gσ,npq (uh,k)Tpq,

Aα(p)α(q) = −gσ,npq (uh,k)Tpq , q ∈ N (p)

and otherwise

Aij = 0.

LetRP -vectorU
n+1

correspond to the discrete solution, i.e.

(
U
n+1
)
α(p)

= un+1
p

and setRP -vectorF
n+1

to

(
F
n+1
)
α(p)

=
m (p)
k

unp + f
(
u0
p − unp

)
m (p) .

Using these definitions we can rewrite (2.8) into linear system in the matrix
form

AU
n+1 = F

n+1
.(2.9)

Since the matrixA is symmetric and strictly diagonally dominant, there
exists uniqueRP vectorU

n+1
satisfying(2.9) which in turn implies the

existence and uniqueness ofun+1
p , p ∈ τh.
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Definition 2.2. A weak solution of the regularized Perona-Malik problem
(1.1)-(1.3) is a functionu ∈ L2

(
0, T ;H1 (Ω)

)
satisfying the identity

T∫
0

∫
Ω

u
∂ϕ

∂t
(x, t) dxdt +

∫
Ω

u0 (x)ϕ (x, 0) dx −(2.10)

−
T∫

0

∫
Ω

g(|∇Gσ ∗ u|)∇u∇ϕdxdt +

T∫
0

∫
Ω

f(u0 − u)ϕ (x, t) dxdt = 0

for all ϕ ∈ Φ, where the function space

Φ =
{
ϕ ∈ L2(0, T ;H1(Ω)),

∂ϕ

∂t
∈ L2(0, T ;H1(Ω)′), ϕ(., T ) = 0

}
(2.11)
and

(
H1 (Ω)

)′
denotes the dual space ofH1 (Ω) .

Remark 2.4.In [5] Catt́e, Lions, Morel and Coll proved that there exists
unique solution of (1.1)-(1.3) (withf ≡ 0) in the distributional sense which
is also the classical solution of the problem at the same time. Their result
can be simply adopted for Lipschitz continuous right hand sidef . To get
existence they used Schauder’s fixed point theorem with iterations in en-
tire parabolic equation. In the next section, we will find such solution in a
computationally natural and efficient way using semi-implicit finite volume
scheme.

3. Convergence of the scheme to the weak solution

3.1. L2(Ω) - a priori estimates

Lemma 3.1. The scheme(2.1) leads to the following estimates:

There exists a positive constantC such that

(i) max
0≤n≤Nmax

∑
p∈τh

(
unp
)2

m(p) ≤ C

(ii)
Nmax∑
n=0

k
∑

(p,q)∈E
(un

p −un
q )2

dpq
m (epq) ≤ C

(iii)
Nmax−1∑
n=0

∑
p∈τh

(
un+1
p − unp

)2
m (p) ≤ C

hold for everyk sufficiently small with a constantC which does not depend
onh, k.
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Proof. Let us considern such that0 ≤ n < Nmax.Wemultiply the scheme
(2.1) by un+1

p k to obtain

(
un+1
p − unp

)
un+1
p m (p)=k

∑
q∈N(p)

[
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)
un+1
p

]
+kf

(
u0
p − unp

)
un+1
p m (p) .

(3.1)
Using the property(a − b) a = 1

2a
2 − 1

2b
2 + 1

2 (a − b)2 on the left hand
side of(3.1) and after summing overp ∈ τh, we have that

1
2

∑
p∈τh

(
un+1
p

)2
m(p) − 1

2

∑
p∈τh

(
unp
)2

m(p)

+
1
2

∑
p∈τh

(
un+1
p − unp

)2
m(p)

= k
∑
p∈τh

∑
q∈N(p)

[
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)
un+1
p

]

+ k
∑
p∈τh

f
(
u0
p − unp

)
un+1
p m (p) .(3.2)

Sincegσ,npq (uh,k)Tpq = gσ,nqp (uh,k)Tqp we can rearrange the summation of
the first term of the right hand side of(3.2) to obtain

∑
p∈τh

∑
q∈N(p)

[
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)
un+1
p

]
=(3.3)

= −1
2

∑
(p,q)∈E

[
gσ,npq (uh,k)Tpq

(
un+1
p − un+1

q

)2]
.

Applying (3.3) in (3.2) and after summing overn = 0, ...,m− 1 < Nmax,
we have

1
2

∑
p∈τh

(
ump
)2

m(p) +
1
2

m−1∑
n=0

∑
p∈τh

(
un+1
p − unp

)2
m(p)

+
1
2

m−1∑
n=0

k
∑

(p,q)∈E

[
gσ,npq (uh,k)Tpq

(
un+1
p − un+1

q

)2]

=
1
2

∑
p∈τh

(
u0
p

)2
m(p) +

1
2

m−1∑
n=0

k
∑
p∈τh

f
(
u0
p − unp

)
un+1
p m (p) .
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Then we use Young’s inequality and the Lipschitz continuity off (byKf >
0 we denote the Lipschitz constant off ) in the right hand side to obtain

1
2

∑
p∈τh

(
u0
p

)2
m(p) +

m−1∑
n=0

k
∑
p∈τh

f
(
u0
p − unp

)
un+1
p m (p) ≤

≤ 1
2

∑
p∈τh

(
u0
p

)2
m(p) +

Kf

2

m−1∑
n=0

k
∑
p∈τh

(
u0
p

)2
m (p)

+
Kf

2

m−1∑
n=0

k
∑
p∈τh

(
unp
)2

m (p) +
1
2

m−1∑
n=0

k
∑
p∈τh

(
un+1
p

)2
m (p) .

Sinceu0 ∈ L2 (Ω) , there existsC1 > 0 such that

1
2

∑
p∈τh

(
u0
p

)2
m(p) ≤ C1,(3.4)

and one can show that there exists a positive constantC2 such that

1
2

∑
p∈τh

(
ump
)2

m(p) +
1
2

m−1∑
n=0

∑
p∈τh

(
un+1
p − unp

)2
m(p)

+
1
2

m−1∑
n=0

k
∑

(p,q)∈E

[
gσ,npq (uh,k)Tpq

(
un+1
p − un+1

q

)2]
(3.5)

≤ C1 + C2

m∑
n=0

k
∑
p∈τh

(
unp
)2

m (p) .

Now, we can apply the discrete Gronwall lemma to state the result(i) of the
lemma, i.e. there exists a positive constantC3 such that∑

p∈τh

(
ump
)2

m(p) ≤ C3 for all 0 ≤ m ≤ Nmax(3.6)

hold for everyk sufficiently small where the constantC3 does not depend
onh, k. We get also∣∣∣ ∂∂xi

Gσ ∗ ũh,k(xpq, tn)
∣∣∣ ≤ ∫

Rd

∣∣∣ ∂∂xi
Gσ(xpq − ξ)ũ(ξ, tn)

∣∣∣ dξ ≤(3.7)

≤ 1
2

∫
Rd

| ∂
∂xi

Gσ(xpq − ξ)|2dξ + 1
2

∫
Rd

|ũ(ξ, tn)|2dξ ≤ Cσ

+C4
∫
Ωσ

|ũ(ξ, tn)|2dξ ≤ Cσ + C4
∑
p∈τh

(
unp
)2

m (p) ≤ C5
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It comes from (3.7) that|∇Gσ ∗ ũh,k(xpq, tn)| < ∞, which in turn implies
that there exists a positive constantα such that

gσ,npq (uh,k) > α > 0.(3.8)

Using(3.8) and(3.6) in (3.5) , one can deduce assertions(ii) and(iii) of the
lemma.

3.2. Space and time translate estimates

In order to show relative compactness inL2 (QT ) of (uh,k)h,k verifying
(2.1) - (2.4), we need to establish the estimates of differences in space and
in time for the set of discrete solutions.

Lemma 3.2. (Space translate estimate)For all vectorξ ∈ R
d, there exists

a positive constantC such that∫
Ωξ×(0,T )

(uh,k (x + ξ, t) − uh,k (x, t))2 dxdt ≤ C |ξ| (|ξ| + 2h)(3.9)

whereΩξ = {x ∈ Ω, [x, x + ξ] ∈ Ω} .

Proof. Let ξ ∈ R
d be a given vector. For all(p, q) ∈ E , we denote byξpq

the following valueξpq = ξ
|ξ| .npq. For allx ∈ Ωξ, we denote byE (x, p, q)

the function defined as follows

E (x, p, q) =




1 if the segment[x, x + ξ] intersects
epq, p andq; andξpq > 0

0 otherwise.

For anyt ∈ (0, T ) there existsn ∈ N such that(n − 1)k < t ≤ nk. Then
for almost allx ∈ Ωξ we can see that

uh,k (x + ξ, t)−uh,k (x, t) = unp(x+ξ)−unp(x) =
∑

(p,q)∈E
E (x, p, q)

(
unq − unp

)
(3.10)
wherep (x) is the volumep ∈ τh wherex ∈ p . We introduce the term√
ξpqdpq in (3.10) by multiplying and dividing by it the right hand side.

Using the Cauchy-Schwartz inequality we obtain

(uh,k (x + ξ, t) − uh,k (x, t))2 ≤(3.11)

≤

 ∑

(p,q)∈E
E (x, p, q) ξpqdpq




 ∑

(p,q)∈E
E (x, p, q)

(
unq − unp

)2
ξpqdpq


 .
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Using the fact thatξpqdpq = ξ
|ξ|npqdpq = ξ

|ξ| (xq − xp) , we have that

∑
(p,q)∈E

E (x, p, q) ξpqdpq =
ξ

|ξ|
(
xp(x+ξ) − xp(x)

)
.(3.12)

In order to bound the difference between the two volume center points in
the right hand side of(3.12) , we add and subtractx + ξ to obtain∣∣xp(x+ξ) − xp(x)

∣∣ = ∣∣(xp(x+ξ) − (x + ξ)
)− (xp(x) − x

)
+ ξ
∣∣ ≤

≤ ∣∣xp(x+ξ) − (x + ξ)
∣∣+ ∣∣xp(x) − x

∣∣+ |ξ| ≤ 2h + |ξ|
since(x + ξ) ∈ p (x + ξ) andx ∈ p (x) . This result implies that∑

(p,q)∈E
E (x, p, q) ξpqdpq ≤ 2h + |ξ| .(3.13)

Now, we integrate the relation(3.11) onΩξ×(0, T ) and use(3.13) to obtain∫
Ωξ×(0,T )

(uh,k (x + ξ, t) − uh,k (x, t))2 dxdt

≤ (2h + |ξ|)
Nmax∑
n=0

k
∑

(p,q)∈E

(
unq − unp

)2
ξpqdpq

∫
Ωξ

E (x, p, q) dx(3.14)

sinceuh,k is piecewise constant for each interval(nk, (n + 1) k) . By the
geometrical argument given in [7], we have that∫

Ωξ

E (x, p, q) dx ≤ m (epq) |ξ| ξpq

and applying this result in(3.14) we obtain∫
Ωξ×(0,T )

(uh,k (x + ξ, t) − uh,k (x, t))2 dxdt

≤ (2h + |ξ|) |ξ|
Nmax∑
n=0

k
∑

(p,q)∈E

(
unq − unp

)2
dpq

m (epq) .(3.15)

Finally, using the discrete a priori estimate(ii) of Lemma 3.1 we end the
proof.
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Lemma 3.3. (Time translate estimate)There exists a positive constantC
such that ∫

Ω×(0,T−s)
(uh,k (x, t + s) − uh,k (x, t))2 dxdt ≤ Cs

for all s ∈ (0, T ) .

Proof. Let s ∈ (0, T ) be a given number. Let us define the following
functions of timet

A(t) =
∫
Ω

(uh,k (x, t + s) − uh,k (x, t))2 dxdt,

nt =
⌈
t

k

⌉
andnt+s =

⌈
t + s

k

⌉
,

where�.� means the upper integer part of positive real number. Sinceuh,k
is piecewise constant function we have that

A(t) =
∑
p∈τh

(
unt+s
p − unt

p

)2
m (p)

which can be written as

A(t) =
∑
p∈τh

(
unt+s
p − unt

p

) ∑
t≤nk<t+s

(
un+1
p − unp

)
m (p) .(3.16)

We use the approximation scheme(2.1) in (3.16) to have

A(t) =
∑

t≤nk<t+s
k
∑
p∈τh

((
unt+s
p − unt

p

)×

×
∑

q∈N(p)

[
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)])
+

+
∑

t≤nk<t+s
k
∑
p∈τh

((
unt+s
p − unt

p

)
f
(
u0
p − unp

)
m (p)

)
which after rearranging of the sum concerning the control volume variable
leads to the relation

A(t) =
∑

t≤nk<t+s

k

2

∑
(p,q)∈E

((
unt+s
p − unt

p − unt+s
q + unt

q

)×

×gσ,npq (uh,k)Tpq
(
un+1
q − un+1

p

))
+

+
∑

t≤nk<t+s
k
∑
p∈τh

((
unt+s
p − unt

p

)
f
(
u0
p − unp

)
m (p)

)
(3.17)
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Applying Young’s inequality in terms of the previous expresion and using
the relation1

2 (a + b)2 ≤ a2+ b2 yield

A(t) ≤ 1
2
A0(t) +

1
2
A1(t) +

1
4
A2(t) + A3(t)(3.18)

where

A0(t) =
∑

t≤nk<t+s
k
∑

(p,q)∈E
Tpq
(
unt
q − unt

p

)2
,(3.19)

A1(t) =
∑

t≤nk<t+s
k
∑

(p,q)∈E
Tpq
(
unt+s
q − unt+s

p

)2
,(3.20)

A2(t) =
∑

t≤nk<t+s
k
∑

(p,q)∈E

(
gσ,npq (uh,k)

)2
Tpq
(
un+1
q − un+1

p

)2
,(3.21)

A3(t) =
∑

t≤nk<t+s
k
∑
p∈τh

((
unt+s
p − unt

p

)
f
(
u0
p − unp

)
m (p)

)
.(3.22)

Now, we integrate(3.18) according to the time variable to obtain

T−s∫
0

A(t)dt ≤ 1
2

T−s∫
0

A0(t)dt +
1
2

T−s∫
0

A1(t)dt +

+
1
4

T−s∫
0

A2(t)dt +

T−s∫
0

A3(t)dt.(3.23)

Next step is to give a bound for each term on the right hand side of(3.23).
We begin withA0 term.

T−s∫
0

A0(t)dt =

T−s∫
0

∑
t≤nk<t+s

k
∑

(p,q)∈E
Tpq
(
unt
q − unt

p

)2
dt =

=

T−s∫
0

k
∑

(p,q)∈E
Tpq
(
unt
q − unt

p

)2 ∑
n∈N

χ{t≤nk<t+s}dt.

It is clear that

χ{t≤nk<t+s} = χ{nk−s<t≤nk}.(3.24)
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Thenwe split the integration over(0, T − s) into a sumof time step intervals
to have that

T−s∫
0

A0(t)dt ≤
Nmax−1∑
nt=0

k
∑

(p,q)∈E
Tpq
(
unt
q − unt

p

)2 ×

×
(nt+1)k∫
ntk

∑
n∈N

χ{nk−s<t≤nk}dt

sincent depends ont and the integrated function is positive. But we have
that

J =

(nt+1)k∫
ntk

∑
n∈N

χ{nk−s<t≤nk}dt =
∑
n∈N

(nt+1)k∫
ntk

χ{nk−s<t≤nk}dt(3.25)

and if we change the variable tow = t − nk + s, we have that

J =
∑
n∈N

(nt+1)k−nk+s∫
ntk−nk+s

χ{0<w≤s}dw = s(3.26)

Then it yields that

T−s∫
0

A0(t)dt ≤ s

Nmax∑
nt=0

k
∑

(p,q)∈E
Tpq
(
unt
q − unt

p

)2
.(3.27)

Applying the estimate(ii) of Lemma 3.1 in(3.27) gives
T−s∫
0

A0(t)dt ≤ Cs.(3.28)

Similarly, only changingnt into nt+s, one can show that

T−s∫
0

A1(t)dt ≤ Cs.(3.29)

Using the definition(3.21) we have that
T−s∫
0

A2(t)dt =

T−s∫
0

∑
n∈N

k
∑

(p,q)∈E

(
gσ,npq (uh,k)

)2 ×

× Tpq
(
un+1
q − un+1

p

)2
χ{t≤nk<t+s}dt.
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Sincet varies over(0, T − s) , we can restrict the summation only ton =
0, ..., Nmax − 1 and applying(3.24) we have

T−s∫
0

A2(t)dt ≤(3.30)

Nmax−1∑
n=0

k
∑

(p,q)∈E

(
gσ,npq (uh,k)

)2
Tpq
(
un+1
q − un+1

p

)2 T−s∫
0

χ{nk−s<t≤nk}dt.

However, one can show that for all0 ≤ n ≤ Nmax − 1 holds

T−s∫
0

χ{nk−s<t≤nk}dt = min (T − s, nk) − max (0, nk − s) ≤ s.(3.31)

Applying the estimate(ii) of Lemma 3.1 and(3.31) in (3.30) yield

T−s∫
0

A2(t)dt ≤ Cs.(3.32)

For the termA3(t) we use the assumptions forf stated in (1.6). Using
Young’s inequality and the relation12 (a − b)2 ≤ a2+ b2 in the Definition
(3.22) we have

A3(t) ≤
∑

t≤nk<t+s
k
∑
p∈τh

(
2
(
unt+s
p

)2 +

+2
(
unt
p

)2 +
(
f
(
u0
p − unp

))2)
m (p) .(3.33)

Sincef is Lipschitz continuous andf (0) = 0 we can deduce

A3(t) ≤ 2
∑

t≤nk<t+s
k
∑
p∈τh

((
unt+s
p

)2 +
(
unt
p

)2 +

+
(
Kfu

0
p

)2 +
(
Kfu

n
p

)2)
m (p) .(3.34)

Now we integrate it over(0, T − s) in order to obtain

T−s∫
0

A3(t)dt ≤ 2B1 + 2B2 + 2KfB3 + 2KfB4(3.35)
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whereBi, i = 1, ..., 4, correspond to

B1 =

T−s∫
0

∑
t≤nk<t+s

k
∑
p∈τh

(
unt+s
p

)2
m (p) dt,(3.36)

B2 =

T−s∫
0

∑
t≤nk<t+s

k
∑
p∈τh

(
unt
p

)2
m (p) dt,(3.37)

B3 =

T−s∫
0

∑
t≤nk<t+s

k
∑
p∈τh

(
u0
p

)2
m (p) dt,(3.38)

B4 =

T−s∫
0

∑
t≤nk<t+s

k
∑
p∈τh

(
unp
)2

m (p) dt.(3.39)

We use the same argument as in the estimate ofA0(t) to state that

B1 ≤
Nmax−1∑
nt+s=0

k
∑
p∈τh

(
unt+s
p

)2
m (p)

(nt+s+1)k∫
nt+sk

∑
n∈N

χ{nk−s<t≤nk}dt.

The identities(3.25), (3.26) and the estimate(i) of Lemma 3.1 imply that

B1 ≤ CTs(3.40)

and, similarly,
B2 ≤ CTs.(3.41)

In order to give an upper bound ofB3, one can use the estimates(3.4) and
(3.24) to have

B3 ≤ C1

Nmax−1∑
n=0

k

T−s∫
0

χ{nk−s<t≤nk}dt(3.42)

which together with(3.31) implies that

B3 ≤ C1Ts.(3.43)

In order to estimate the last termB4, we use that

B4 ≤
Nmax−1∑
n=0

k
∑
p∈τh

(
unp
)2

m (p)

T−s∫
0

χ{nk−s<t≤nk}dt(3.44)
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which together with the estimate(i) of Lemma 3.1 and(3.31) leads to

B4 ≤ CTs.(3.45)

Thus, using(3.40) , (3.41) , (3.43) and(3.45) , we can deduce that
T−s∫
0

A3(t)dt ≤ 2T (2C + Kf (C1 + C)) s.(3.46)

Finally, applying(3.28) , (3.29) , (3.32)and(3.46) in (3.23)wehave proved
the lemma.

Let us define the set

Eext = {κ, such that there existsp ∈ τh, κ ⊂ ∂p ∩ ∂Ω} ,
and let

uκ := up wherep ∈ τh, κ ⊂ ∂p ∩ ∂Ω.

The following lemma represents the so calledtrace inequality given in [6]:

Lemma 3.4. LetΩ be an open bounded polygonal connected subset ofR
d.

Let γ (uh,k) be defined byγ (uh,k) = uκ a.e. for the(d − 1)−Lebesgue
measure onκ ∈ Eext. Then there exists positiveC, depending only onΩ,
such that

‖γ (uh,k)‖L2(∂Ω) ≤ C
(
|uh,k|1,τh + ‖uh,k‖L2(Ω)

)
where

|uh,k|1,τh =


 ∑

(p,q)∈E

(
unq − unp

)2
dpq

m (epq)




1
2

.

Lemma 3.5. (Convergence ofuh,k) There existsu ∈ L2 (QT ) such that
for some subsequence ofuh,k

uh,k → u in L2 (QT )

ash, k → 0.

Proof. From the estimate(i) of Lemma 3.1. we have that‖uh,k‖L2(QT ) ≤ C
and we have proved the time and space translate estimates given in Lem-
mas 3.2 and 3.3. In order to use Kolmogorov’s compactness criterion [4],
Theorem IV.25), it will be sufficient to prove that

K =
∫

Ω×(0,T )

(uh,k (x + ξ, t) − uh,k (x, t))2 dxdt ≤ C |ξ| .(3.47)
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In fact, we can write

uh,k (x + ξ, t) − uh,k (x, t) =

=
∑

(p,q)∈E
E (x, p, q)

(
unq − unp

)
+
∑
κ∈Eext

χ ([x, x + ξ] ∩ κ)unκ

and thus

(uh,k (x + ξ, t) − uh,k (x, t))2 ≤

≤ 2


 ∑

(p,q)∈E
E (x, p, q) ξpqdpq




 ∑

(p,q)∈E
E (x, p, q)

(
unq − unp

)2
ξpqdpq




+2
∑
κ∈Eext

χ ([x, x + ξ] ∩ κ) (unκ)
2 .

Using the same technique as in the proof of Lemma 3.2 one obtains that

K ≤ (2h + |ξ|) |ξ|C + 2
Nmax∑
n=0

k

∫
Ω

∑
κ∈Eext

χ ([x, x + ξ] ∩ κ) (unκ)
2 dxdt

from where

K ≤ (2h + |ξ|) |ξ|C + 2 |ξ|
Nmax∑
n=0

k
∑
κ∈Eext

(unκ)
2 m (κ)

which in turn gives

K ≤ (2h + |ξ|) |ξ|C + 2 |ξ|
Nmax∑
n=0

k ‖γ (uh,k)‖L2(∂Ω) .

Now, using Lemma 3.4 we have

K ≤ (2h + |ξ|) |ξ|C + 2C |ξ|
Nmax∑
n=0

k
(
|uh,k|1,τh + ‖uh,k‖L2(Ω)

)

Then, the a-priori estimates of Lemma 3.1 give us that there existsC > 0
such that (3.47) holds true. Thenuh,k is relatively compact inL2 (QT ) .
This implies that there is a subsequence ofuh,k converging to a limitu in
L2 (QT ) .
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3.3. Convergence of the discrete solution to the weak solution

In this section we consider the subsequenceuhm,km of uh,k that converges
to u whenhm, km → 0 (see Lemma 3.5). Next step is to prove thatu is
the weak solution of (1.1)-(1.3). For the sake of simplicity, we still call this
subsequenceuh,k. First let us define the set of functions

Ψ =
{
ϕ ∈ C2,1 (Ω × [0, T ]

)
,∇ϕ.−→n = 0 on∂Ω × (0, T ) , ϕ (., T ) = 0

}
which is dense in the setΦ defined in (2.11).

Let ϕ ∈ Ψ be given. In order to have a discrete analogy of the weak
solution identity (2.10), we multiply the scheme(2.1) byϕ (xp, tn) k. Then
we sum the resulting identity over allp ∈ τh andn = 0, ..., Nmax − 1. It
yields

Nmax−1∑
n=0

k
∑
p∈τh

(un+1
p −un

p)
k ϕ (xp, tn)m (p)

=
Nmax−1∑
n=0

k
∑
p∈τh

ϕ (xp, tn)
∑

q∈N(p)

[
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)]
+
Nmax−1∑
n=0

k
∑
p∈τh

ϕ (xp, tn) f
(
u0
p − unp

)
m (p) .

(3.48)

Next we make a discrete integration by part of each term of the relation
(3.48) in order to approach the weak solution form. Then we transfom the
term on the left hand side by rearranging the summation overn, i.e., by
putting the time difference inϕ instead of inu. We also take into account
the fact thatϕ (xp, T ) = 0 for all p ∈ τh.We obtain

Nmax−1∑
n=0

k
∑
p∈τh

(
un+1
p − unp

)
k

ϕ (xp, tn)m (p)

= −
Nmax∑
n=1

k
∑
p∈τh

unp
ϕ (xp, tn) − ϕ (xp, tn−1)

k
m (p)(3.49)

−
∑
p∈τh

u0
pϕ (xp, 0)m (p) .

For the first term of the right hand side of(3.48) , we gather the sum over
p ∈ τh and overq ∈ N (p) to have

Nmax−1∑
n=0

k
∑
p∈τh

ϕ (xp, tn)
∑

q∈N(p)

[
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)]
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= −1
2

Nmax−1∑
n=0

k
∑

(p,q)∈E
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)×

× (ϕ (xq, tn) − ϕ (xp, tn))(3.50)

sincegσ,npq (uh,k)Tpq = gσ,nqp (uh,k)Tqp. Then we can write the scheme in its
discrete weak form analogous to the identity(2.10), i.e.
Nmax∑
n=1

k
∑
p∈τh

unp
ϕ (xp, tn) − ϕ (xp, tn−1)

k
m (p) +

∑
p∈τh

u0
pϕ (xp, 0)m (p) −

−1
2

Nmax−1∑
n=0

k
∑

(p,q)∈E
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)×

× (ϕ (xq, tn) − ϕ (xp, tn))(3.51)

+
Nmax−1∑
n=0

k
∑
p∈τh

ϕ (xp, tn) f
(
u0
p − unp

)
m (p) = 0.

In the sequel, we prove the convergence of each term of(3.51) to its con-
tinuous analogy in(2.10) for all test functionsϕ ∈ Ψ.
Lemma 3.6. We have that

Nmax∑
n=1

k
∑
p∈τh

unp
ϕ (xp, tn) − ϕ (xp, tn−1)

k
m (p) →

T∫
0

∫
Ω

u
∂ϕ

∂t
(x, t) dxdt

ash, k → 0 for all ϕ ∈ Ψ.

Proof. Let ϕ ∈ Ψ be given. Then we define the difference of discrete and
continuous terms of lemma by

T1 =
Nmax∑
n=1

∑
p∈τh

[
unp (ϕ (xp, tn) − ϕ (xp, tn−1))m (p) −

−
tn∫

tn−1

∫
p

u
∂ϕ

∂t
(x, t) dxdt

]
.

We add and substractunp

tn∫
tn−1

∫
p

∂ϕ

∂t
(x, t) dxdt in the summation to obtain

|T1| ≤

∣∣∣∣∣∣∣
Nmax∑
n=1

∑
p∈τh

unp

tn∫
tn−1

∫
p

(
∂ϕ

∂t
(xp, t) − ∂ϕ

∂t
(x, t)

)
dxdt

∣∣∣∣∣∣∣+(3.52)
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+

∣∣∣∣∣∣
T∫

0

∫
Ω

(uh,k − u)
∂ϕ

∂t
(x, t) dxdt

∣∣∣∣∣∣ .
To estimate the first term of the right hand side of(3.52) we apply the
Cauchy-Schwartz inequality in order to separateunp and to have its discrete
L2 (QT ) norm. Then using the fact that(

∂ϕ

∂t
(xp, t) − ∂ϕ

∂t
(x, t)

)
≤ hM

sinceϕ ∈ C2,1
(
Ω × [0, T ]

)
, we can deduce that this term tends to0 as

h, k → 0. From Lemma 3.5, which gives a strong convergence,uh,k tou in
L2 (QT ), we have the same assertion also for the second term on the right
hand side of (3.52). Thus we proved that|T1| → 0 whenh, k → 0.

Lemma 3.7. For a givenu0 and for u0
p as defined in(2.2) we have that

∑
p∈τh

u0
pϕ (xp, 0)m (p) →

∫
Ω

u0 (x)ϕ (x, 0) dx

ash, k → 0 for all ϕ ∈ Ψ.

Proof. Using (2.2) we have that

∑
p∈τh

u0
pϕ (xp, 0)m (p) −

∫
Ω

u0 (x)ϕ (x, 0) dx =

=
∑
p∈τh

∫
p
(ϕ (xp, 0) − ϕ (x, 0))u0 (x) dx

Sinceϕ ∈ C2,1
(
Ω × [0, T ]

)
, there exists a positive constantM2 such that

|ϕ (xp, 0) − ϕ (x, 0)| ≤ hM2

and one can deduce the assertion of the lemma.

Using the definition ofΨ , we apply the Green formula to obtain∫
Ω

g(|∇Gσ ∗ u|)∇u∇ϕdx = −
∫
Ω

div (g(|∇Gσ ∗ u|)∇ϕ) udx,(3.53)

which will be used in the sequel for the convergence proof.
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Lemma 3.8. We have that

1
2

Nmax−1∑
n=0

k
∑

(p,q)∈E
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)×

× (ϕ (xq, tn) − ϕ (xp, tn)) →
T∫

0

∫
Ω

div (g(|∇Gσ ∗ u|)∇ϕ)udxdt

ash, k → 0 for all ϕ ∈ Ψ.

Proof. We consider that

1
2

Nmax−1∑
n=0

k
∑

(p,q)∈E
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)
(ϕ (xq, tn) − ϕ (xp, tn))

−
T∫

0

∫
Ω

div (g(|∇Gσ ∗ u|)∇ϕ)udxdt =
5∑
i=1

Ri

whereRi, i = 1, ..., 5comes from thesplittingof the left handsidedifference
into several parts adding and substracting some extra terms and which will
be defined and estimated in the sequel. First, we define

R1 =
1
2

Nmax−1∑
n=0

k
∑

(p,q)∈E

(
un+1
q − un+1

p

)
gσ,npq (uh,k)Rnpqm (epq) ,(3.54)

whereRnpq represents the differencebetweendiscrete and continuousnormal
derivative evaluated on(xpq, tn), i.e.

Rnpq =
(
ϕ (xq, tn) − ϕ (xp, tn)

dpq

)
− ∇ϕ (xpq, tn)npq.(3.55)

Sinceϕ ∈ C2,1
(
Ω × [0, T ]

)
, one can show that there exists a constant

M3 > 0 such that ∣∣Rnpq∣∣ ≤ hM3 .(3.56)

Then, using (1.4) we have

|R1| ≤ h
M3

2

Nmax−1∑
n=0

k
∑

(p,q)∈E

∣∣un+1
q − un+1

p

∣∣m (epq) .(3.57)
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We multiply and divide the right hand side of (3.57) by
√
dpq and apply

Cauchy-Schwartz inequality to obtain

|R1| ≤ h
M3

2


Nmax−1∑

n=0

k
∑

(p,q)∈E
Tpq
(
un+1
q − un+1

p

)2
1
2

×

×

Nmax−1∑

n=0

k
∑

(p,q)∈E
dpqm (epq)




1
2

.(3.58)

It comes from geometrical arguments that there exists a positive constant
M4 such that ∑

(p,q)∈E
dpqm (epq) ≤ M4 |Ω| .(3.59)

The estimate(ii) of Lemma 3.1 combined with(3.59) implies that

|R1| ≤ h
M3 (M4 |Ω|TC)

1
2

2

and one can conclude that

|R1| → 0 ash, k → 0.(3.60)

Next, we set

R2 =
1
2

Nmax−1∑
n=0

∑
(p,q)∈E

(
un+1
q − un+1

p

)
gσ,npq (uh,k)

tn+1∫
tn

∫
epq

R
n
pqdxdt(3.61)

where
R
n
pq = (∇ϕ (xpq, tn) − ∇ϕ (x, t))npq .(3.62)

Thanks to the regularity ofϕ, one can show that for anyx ∈ epq holds∣∣Rnpq∣∣ ≤ (h + k)M5

with a positive constantM5 depending only onϕ. We apply this result to
replaceR

n
pq in (3.61) and by the same argument as in estimating of the term

R1 we derive that
|R2| → 0 ash, k → 0.(3.63)

Now, we denote

Gnpq = g(|∇Gσ ∗ ũh,k (xpq, tn) |) − g(|∇Gσ ∗ ũh,k (x, t) |)(3.64)
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and define the third term

R3 =
1
2

Nmax−1∑
n=0

∑
(p,q)∈E

(
un+1
q − un+1

p

) tn+1∫
tn

∫
epq

Gnpq∇ϕ npqdxdt .(3.65)

Toprove theconvergenceofR3 to0, firstweboundGnpq.For that purpose,we
use the fact thatg is Lipschitz continuous. LetLg be the Lipschitz constant
of g, i.e., for any positive real numbersζ1 andζ2 hold

|g (ζ1) − g (ζ2) | ≤ Lg |ζ1 − ζ2| .(3.66)

Then we have∣∣Gnpq∣∣ ≤ Lg | |∇Gσ ∗ ũh,k (xpq, tn) | − |∇Gσ ∗ ũh,k (x, t) | |
and one can use the triangular inequality for the Euclidean norm to obtain∣∣Gnpq∣∣ ≤ Lg |∇Gσ ∗ ũh,k (xpq, tn) − ∇Gσ ∗ ũh,k (x, t)| .
Using the form of the convolution as given in(2.7) and ast ∈ (tn, tn+1) ,
one can show that for anyx ∈ epq holds∣∣Gnpq∣∣ ≤ Lg

∑
r

∣∣unp ∣∣
∫
r
|∇Gσ (xpq − s) − ∇Gσ (x − s)| ds

where the sum is evaluated only on control volumesr ∈ τh andr in reflexion
of τh through the boundary ofΩ intersectingBσ (xpq), the ball centered at
xpq with radiusσ.

Thanks to the hypotheses onGσ, which is inC∞(Rd), the Cauchy-
Schwarz inequality and the estimate(i) of Lemma 3.1 we obtain∣∣Gnpq∣∣ ≤ hM6

with a positive constantM6. Since∇ϕ is a continuous function,
S =sup

QT

|∇ϕ| < ∞, we have that

|R3| ≤ h
M6S

2

Nmax−1∑
n=0

k
∑

(p,q)∈E

∣∣un+1
q − un+1

p

∣∣m (epq)

which together with Cauchy-Schwarz inequality and (3.59) leads to the
desired result

|R3| → 0 ash, k → 0.(3.67)

Let the fourth term be given as

R4 ≡ 1
2

Nmax−1∑
n=0

∑
(p,q)∈E

(
un+1
q − un+1

p

)
(3.68)
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tn+1∫
tn

∫
epq

(g(|∇Gσ ∗ ũh,k|) − g(|∇Gσ ∗ u|))∇ϕnpqdxdt .

The Lipschitz continuity ofg and the triangular inequality for Euclidean
norm give that

|g(|∇Gσ ∗ ũh,k|) − g(|∇Gσ ∗ u|)| ≤ Lg |∇Gσ ∗ (ũh,k − u)|(3.69)

Using Cauchy-Schwartz inequality in the convolution term in(3.69) and the
definition of extension lead to the following result

|g(|∇Gσ ∗ ũh,k|) − g(|∇Gσ ∗ u|)| ≤

≤ C

(∫
Rd

|∇Gσ (x − s)|2 ds
) 1

2

‖uh,k − u‖L2(QT ) .(3.70)

SinceGσ is C∞, andGσ has a compact support, one can show that there
exists a constantM7 > 0 such that(∫

Rd

|∇Gσ (x − s)|2 ds
) 1

2

≤ M7.

Then, we use the same technique as for the estimate ofR1 to see that there
exists a positive constantM8 such that

|R4| ≤ M8 ‖uh,k − u‖L2(QT )(3.71)

and sinceuh,k converges tou strongly inL2 (QT ) , we deduce that

|R4| → 0 ash, k → 0.(3.72)

The last term is defined by

R5 =

T∫
0

∫
Ω

div (g(|∇Gσ ∗ u|)∇ϕ) (u − uh,k) dx.(3.73)

The form of the first term of(3.73) is slightly different from its equivalent
in (3.68) but it can be justified by the fact that∫

Ω

div (g(|∇Gσ ∗ u|)∇ϕ)uh,k (x, t) dx

=
∑
p∈τh

un+1
p

∫
p

div (g(|∇Gσ ∗ u|)∇ϕ) dx(3.74)
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by the definition ofuh,k and by the value oft which belongs to the interval
[tn, tn+1] . Applying the Green formula in(3.74) implies that

∑
p∈τh

un+1
p

∫
p

div (g(|∇Gσ ∗ u|)∇ϕ) dx

=
∑
p∈τh

un+1
p

∑
q∈N(p)

∫
epq

g(|∇Gσ ∗ u|)∇ϕ npqdx.

Sinceg(|∇Gσ ∗ u|)∇ϕnpq = −g(|∇Gσ ∗ u|)∇ϕnqp, we finally obtain∫
Ω

div (g(|∇Gσ ∗ u|)∇ϕ)uh,k (x, t) dx

= −1
2

∑
(p,q)∈E

(
un+1
q − un+1

p

) ∫
epq

g(|∇Gσ ∗ u|)∇ϕnpqdx.(3.75)

By the hypotheses,g
(√

.
) ∈ C∞ (R+) , and convolution property state that

∇Gσ ∗u ∈ C∞ (
R
d
)
sinceGσ ∈ C∞ (R) . Thendiv (g(|∇Gσ ∗ u|)∇ϕ) ∈

L2 (QT ) and it comes from strong convergence ofuh,k to u that

|R5| → 0 ash, k → 0.(3.76)

Finally, according to(3.60) , (3.63) , (3.67) , (3.72) and(3.76) ,we can con-
clude that

1
2

Nmax−1∑
n=0

k
∑

(p,q)∈E
gσ,npq (uh,k)Tpq

(
un+1
q − un+1

p

)×

× (ϕ (xq, tn) − ϕ (xp, tn)) →
T∫

0

∫
Ω

div (g(|∇Gσ ∗ u|)∇ϕ)udxdt

in L2 (QT ) . This ends the proof of Lemma.

Lemma 3.9. We have that

Nmax−1∑
n=0

k
∑
p∈τh

ϕ (xp, tn) f
(
u0
p − unp

)
m (p) →

T∫
0

∫
Ω

f(u0 −u)ϕ (x, t) dxdt

ash, k → 0 for all ϕ ∈ Ψ.
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Proof. The difference between the sequence and its desired limit can be
written as

Nmax−1∑
n=0

k
∑
p∈τh

ϕ (xp, tn) f
(
u0
p − unp

)
m (p)

−
T∫

0

∫
Ω

f(u0 − u)ϕ (x, t) dxdt = N1 + N2

where

N1 =
Nmax−1∑
n=0

∑
p∈τh

ϕ (xp, tn)

tn+1∫
tn

∫
p

[
f
(
u0
p − unp

)− f(u0 − u)
]
dxdt,

(3.77)

N2 =
Nmax−1∑
n=0

∑
p∈τh

tn+1∫
tn

∫
p

f(u0 − u) [ϕ (xp, tn) − ϕ (x, t)] dxdt.(3.78)

Our purpose is to prove that these two quantities tend to0 ash, k → 0. Due
to the Lipschitz continuity off we have

|N1| ≤ Kf

Nmax−1∑
n=0

∑
p∈τh

|ϕ (xp, tn) |
tn+1∫
tn

∫
p

∣∣(u0
p − u0

)− (unp − u
)∣∣ dxdt

(3.79)
and applying Cauchy-Schwartz inequality and the relation1

2 (a − b)2 ≤
a2 + b2 we obtain

N1 ≤ Kf

(
Nmax−1∑
n=0

k
∑
p∈τh

|ϕ (xp, tn)|2 m(p)

) 1
2

(3.80)


 T∫

0

∫
Ω

(
(uh,k (x, 0) − u0)

2 + (uh,k − u)2
)
dxdt




1
2

from where we have
|N1| → 0 ash, k → 0.(3.81)

Thanks to the regularity ofϕ, one can show the existence of a positive
constantM9 such that

|ϕ (xp, tn) − ϕ (x, t)| ≤ (h + k)M9.
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Then it comes that

|N2| ≤ (h + k)M9Kf

∫
QT

|u0 − u|dxdt

which in turn implies that

|N2| → 0 ash, k → 0.(3.82)

Thus the lemma is proved.

Theorem 3.10. (Convergence to the weak solution)The sequenceuh,k
converges strongly inL2 (QT ) to the unique weak solutionu defined in
(2.10) ash, k → 0.

Proof. Using Lemma 3.5 and Lemma 3.2, we know from [6] that the limitu
of the sequenceuh,k is in spaceL2(0, T ;H1(Ω)). Then we can use Green’s
theorem in the result of Lemma 3.8 and together with Lemmas 3.6 - 3.9 we
can deduce thatu satisfies the weak identity for all test functionsϕ ∈ Ψ . But
Ψ is dense inΦwhich implies the convergence result. The uniqueness of the
weak solution is given in [5] (see Remark 2.4) and so not only subsequence
but the sequenceuh,k itself converges tou.

4. Numerical experiments

In this section we present numerical experiments obtained by the scheme
(2.1). We have choosen

g(s) =
1

1 + Ks2

with a constantK > 0 and the convolution is realized with kernel

Gσ(x) =
1
Z
e

|x|2
|x|2−σ2 ,

where theconstantZ is choosenso thatGσ hasunitmass. Inorder to compute
the diffusion coefficientgσ,npq (uh,k) in (2.1) we use concept described in

Remark 2.3. The terms
∫
r
∇Gσ (xpq − s) ds in (2.7) are computed using

computer algebra system e.g. Mathematica. For any givenσ they can be
precomputed in advance. The sparse linear systems corresponding to (2.1)
can be solved by any efficient linear solver.

In Fig. 1 we present embedding of the initial image (noisy corrupted
four-petal shape, 256 x 256 pixels) into the so callednonlinear scale space
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Fig. 1.

Fig. 2.

given by (1.1)-(1.3). We present the initial image and its processing in the
scalest = 10k, 20k, 30k, 40k, 50k. We see the simplification (denoising)
of the image together with preserving of important edges in the sequence
of discrete scale steps. In Fig. 2, the scanned image (coat-of-arms from a
book with not paper nor colours of good quality) is processed. We present
scanned original (left) and processed image (right) after 40 discrete scale
steps. In both experimentsk = h , σ = k

10 ,K = 20 andh is a pixel size.
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