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Abstract. We consider a family of space discretisations for the approximation
of nonlinear parabolic equations, such as the regularised mean curvature flow
level set equation, using semi-implicit or fully implicit time schemes. The
approximate solution provided by such a scheme is shown to converge thanks to
compactness and monotony arguments. Numerical examples show the accuracy
of the method.

1. Introduction. Nonlinear parabolic equations are involved in different physical
or engineering frameworks. For example, the porous medium equation \( u_t - \Delta u^m = 0 \), the Stefan problem \( u_t - \Delta \varphi(u) = 0 \) arise in the framework of fluid flows within
porous media. Important improvements in the approximation of their solutions
have been obtained, using finite volume methods. Indeed, such methods are well
suited to the conservative form of these equations.

More surprising is the success of finite volume methods for the approximation of
some nonlinear problems, under the more general form \( u_t - F(u, \nabla u, D^2 u) = 0 \). For
example, in [16], a few algorithms are proposed for the approximation of motion by
mean curvature equation, including finite volume methods, whereas the equation,

\[
  u_t - |\nabla u| \text{div} \left( \nabla u / |\nabla u| \right) = 0, \tag{1}
\]

is not in the divergence form. In such cases, finite difference methods have more
intensively been used. The mathematical framework which is under consideration
for the analysis of the convergence of these finite difference schemes relies on the
notion of viscosity solution and monotonous scheme. Such a monotonous behaviour
does not seem straightforward in the framework of finite volume schemes. Indeed,
in a recent paper [8], we study a finite volume method for the approximation of
the motion by mean curvature equation in a regularised sense. The principles,
used in [8] for the mathematical analysis of the convergence of the finite volume
scheme, completely differ from that of the viscosity solutions [5, 3], and do not allow
for handling the case of the non-regularised motion by mean curvature equation
(nevertheless, this case is handled in some numerical examples provided at the end of this paper). A regularised sense, as detailed below, must be used for the proof of convergence of the method.

In the present paper, our aim is to propose a more general framework of approximation methods for some nonlinear parabolic equations in non-conservative form.

\[ \nu(u, \nabla u)u_t - \text{div}(\mu(|\nabla u|)\nabla u) = f, \text{ a.e. in } \Omega \times ]0, T[ \]

with the initial condition

\[ u(x, 0) = u_0(x), \text{ for a.e. } x \in \Omega, \]

and the boundary condition

\[ u(x, t) = 0, \text{ for a.e. } (x, t) \in \partial \Omega \times \mathbb{R}_+, \]

under the following hypotheses (called hypotheses (H) in the following) on the real functions \( \mu, \nu \), the initial data \( u_0 \), the right hand side \( f \), and on the domain \( \Omega \):

1. \( \Omega \) is a finite bounded connected open subset of \( \mathbb{R}^d \), \( d \in \mathbb{N}^* \) (where \( \mathbb{N}^* \) denotes the set \( \mathbb{N} \setminus \{0\} \)),
2. \( u_0 \in H_0^1(\Omega) \),
3. \( f \in L^2(\Omega \times ]0, T[) \) for all \( T > 0 \),
4. \( \nu \in C^0(\mathbb{R} \times \mathbb{R}^d; [\nu_{\text{min}}, \nu_{\text{max}}]) \), with given \( \nu_{\text{max}} \geq \nu_{\text{min}} > 0 \),
5. \( \mu \in C^0(\mathbb{R}_+; [\mu_{\text{min}}, \mu_{\text{max}}]) \), with given \( \mu_{\text{max}} \geq \mu_{\text{min}} > 0 \), is a Lipschitz continuous (non-strictly) decreasing function, and \((x\mu(x))' \geq \alpha \) for a.e. \( x \in \mathbb{R}_+ \) for a given \( \alpha > 0 \).

**Remark 1.** We could as well consider bounded functions \( \nu(x, t, s, \xi) \) for \( (x, t, s, \xi) \in \Omega \times ]0, T[ \times \mathbb{R} \times \mathbb{R}^d \), measurable with respect to \( (x, t) \), continuous with respect to \( s \) and \( \xi \).

It is worth noticing that the functions \( \mu \) and \( \nu \) given by

\[
\mu(s) = \max(1/\sqrt{a^2 + b^2}, 1/b), \quad \forall s \in \mathbb{R}_+,
\nu(z, \xi) = \mu(|\xi|), \quad \forall z \in \mathbb{R}, \quad \forall \xi \in \mathbb{R}^d,
\]

for given reals \( 0 < a \leq b \), satisfy (H4-5) with \( \alpha = a^2/b^3 \) (this corresponds to the regularised level set equation [5]). Let us now give the precise mathematical sense that we consider for a solution to Problem (2)-(3)-(4) under Hypotheses (H).

**Definition 1.1. (Weak solution of (2)-(3)-(4))** Under hypotheses (H), we say that \( u \) is a weak solution of (2)-(3)-(4) if, for all \( T > 0 \),

1. \( u \in L^2(0, T; H_0^1(\Omega)) \) and \( u_t \in L^2(\Omega \times ]0, T[) \) (hence \( u \in C^0(0, T; L^2(\Omega)) \)),
2. \( u(\cdot, 0) = u_0 \),
3. the following holds

\[
\int_0^T \int_\Omega (\nu(u, \nabla u)u_t v + \mu(|\nabla u|)\nabla u \cdot \nabla v) \, dx \, dt = \int_0^T \int_\Omega f v \, dx \, dt, \quad \forall v \in L^2(0, T; H_0^1(\Omega)).
\]

In the spirit of [8], where we prove the convergence of a finite volume scheme for the approximation of a weak solution of (2)-(3)-(4) in the sense of Definition 1.1, we develop in this paper a series of new features:

1. We consider a more general framework for the space discretisations, including conformal and non-conformal finite element methods and finite volume methods inspired by multipoint flux approximation [1].
2. In [8], the discrete norms involved in the scheme as arguments of functions \( \mu \) and \( \nu \) do not correspond to the exact \( L^2 \) norm of an approximate gradient (this imposes to separately prove the strong convergence of this approximate norm, and of an approximate gradient), whereas we consider in this paper a family of schemes such that exact norms of the discrete gradients are used, which allows to directly prove the strong convergence of the gradient from the convergence of its norm. Hence we can more easily consider in this paper the framework of a function \( \nu(u, \nabla u) \) instead of \( \nu(u, |\nabla u|) \), since we prove the strong convergence of the discrete gradient used in the discretisation of \( \nu(u, \nabla u) \).

3. We present numerical schemes which can resume to 9-point stencil finite volume scheme (see Section 3.2, where the local elimination of interface unknowns is possible).

4. The proof that the discrete gradient and its norm are strongly convergent relies on Hypothesis (H5) instead of Leray-Lions method [12] (see (41)).

The main result of this paper is Theorem (5.5), which states the strong convergence of simplicity, we get, by taking \( \nu \)

\[
\forall s \in \mathbb{R}_+, \quad F(s) = \int_0^s z \mu(z) dz \in \left[ \frac{\mu_{\min} s^2}{2}, \frac{\mu_{\max} s^2}{2} \right].
\]

Then, for any sufficiently regular function \( u \), it holds

\[
\frac{d}{dt} \int_{\Omega} F(|\nabla u(x,t)|) dx = \int_{\Omega} \mu(|\nabla u(x,t)|) \nabla u(x,t) \cdot \nabla u_t(x,t) dx dt.
\]

Therefore, assuming that this function \( u \) is solution of (2) with \( f = 0 \) for the sake of simplicity, we get, by taking \( v = u_t \) in (6), that \( \nabla u \in C^0([0,T]; L^2(\Omega)) \) and

\[
\int_0^T \int_{\Omega} \nu(u, \nabla u) u_t(x,t)^2 dx dt + \int_{\Omega} F(|\nabla u(x,T)|) dx = \int_{\Omega} F(|\nabla u_0(x)|) dx.
\]

The discrete equivalent of this property is shown in Lemma 4.1 for the fully-implicit scheme (using that \( x \rightarrow x\mu(x) \) is strictly increasing), and in Lemma 4.3 for the semi-implicit scheme (using that \( \mu \) is decreasing). Note that the hypothesis that \( x \rightarrow x\mu(x) \) is strictly increasing is used in both schemes for the proof of the strong convergence of the discrete approximate of the gradient. Unfortunately, although it is possible to extend some of these properties to the case \( \mu(x) = \frac{1}{x} \), the convergence study provided in this paper does not hold in this framework.

**Remark 2.** Note that, thanks to the convergence result proved in this paper, we also prove the existence of a weak solution \( u \) of (2)-(3)-(4) in the sense of Definition 1.1, which satisfies, for all \( T > 0 \):

1. \( u \in L^2(0,T; H^1_0(\Omega)) \) and \( u_t \in L^2(\Omega \times [0,T]) \) (hence \( u \in L^2(0,T; H^1(\Omega)) \)),
2. \( u(\cdot,0) = u_0 \),
3. \( \text{div} \ (\mu(|\nabla u|) \nabla u) \in L^2(\Omega \times [0,T]) \),
4. \( \nu(u, \nabla u) u_t - \text{div} \ (\mu(|\nabla u|) \nabla u) = f \) a.e. in \( \Omega \times [0,T] \).

This paper is organised as follows. In Section 2, we present a family of discretisation tools, examples of which (case of rectangular or simplicial meshes) are given in Section 3. Then in Section 4, we show some estimates that are used on one hand in the proof of the existence of at least one solution to the fully implicit scheme, and of the existence and uniqueness of the solution to the semi-implicit scheme, on
the other hand, in the convergence proof provided in Section 5. Finally, numerical results are given in Section 6.

2. The family of discrete schemes. We now introduce the tools used for prescribing the space discretisation.

**Definition 2.1** (Space discretisation). Let \( \Omega \) be an open bounded connected subset of \( \mathbb{R}^d \), with \( d \in \mathbb{N} \setminus \{0\} \), and \( \partial \Omega = \overline{\Omega} \setminus \Omega \) its boundary. A space discretisation of \( \Omega \) is defined by \( D = (H_D, P_D, \Pi_D, \nabla_D) \), where

1. We denote by \( H_D \) a finite dimension vector space on \( \mathbb{R} \) (the component of any \( u \in H_D \) being the degrees of freedom of \( u \)).
2. We denote by \( P_D : H^1_D(\Omega) \to H_D \) a linear operator (the interpolation operator).
3. We denote by \( \nabla_D : H_D \to L^2(\Omega)^d \) a linear operator (reconstruction of the gradient), such that \( \| \nabla_D u \|_{L^2(\Omega)^d} \) is a norm on \( H_D \), denoted by \( \| u \|_D \).
4. We denote by \( \Pi_D : H^1_D(\Omega) \to L^2(\Omega) \) a linear function (reconstruction of the function). Therefore, we classically denote by \( \| \Pi_D \|_{L(H_D,L^2(\Omega))} = \sup \{ \| \Pi_D u \|_{L^2(\Omega)} , u \in H_D \text{ with } \| u \|_D = 1 \} \).

We can notice that the operators used in Definition 2.1 are quite general, and provided by a large variety of discretisation schemes.

**Remark 3.** The easiest examples of such a discretisation are the conformal Lagrange finite element methods: let us assume that a finite family \( \{x_i\}_{i \in I} \) of points of \( \Omega \) is given, and that, for all \( i \in I \), a function \( \varphi_i \in H^1_0(\Omega) \) is defined such that \( \varphi_i(x_i) = 1 \) and \( \varphi_i(x_j) = 0 \) if \( i \neq j \). We then denote \( H_D = \mathbb{R}^I \), the reconstruction operator is defined for \( u \in H_D \) by \( \Pi_D u = \sum_{i \in I} u_i \varphi_i \), the interpolation operator is defined for \( u \in H^1_0(\Omega) \) by \( (P_D u)_i = \frac{1}{|B(x_i,r)|} \int_{B(x_i,r)} u(x) dx \) for some \( r > 0 \) with \( B(x_i,r) \subset \Omega \). Then \( \nabla_D \) is defined by \( \nabla_D u = \sum_{i \in I} u_i \nabla \varphi_i \). This example will not be further considered in this paper, since we prefer focusing on non-conformal methods including finite volume ones.

**Remark 4.** The examples which are provided in Section 3 can be seen as non-conformal finite elements, since they provide an external approximation of the continuous problem using a discrete variational formulation. But they also can be seen as finite volume methods, since the discrete variational formulation leads to discrete balance equations in a partition of the domain, and since the reconstruction of the solution is piecewise constant in the mesh. Therefore the elements of the mesh can at the same time be called “finite elements” or “finite volumes”.

Let us now turn to space-time discretisations.

**Definition 2.2** (Space-time discretisation). Let \( \Omega \) be an open bounded connected subset of \( \mathbb{R}^d \), with \( d \in \mathbb{N}^* \) and let \( T > 0 \) be given. We say that \( (D, \tau) \) is a space-time discretisation of \( \Omega \times ]0,T[ \) if \( D \) is a space discretisation of \( \Omega \) in the sense of Definition 2.1 and if there exists \( N_\tau \in \mathbb{N} \) with \( T = N_\tau \tau \), where \( \tau > 0 \) is time step. We denote by \( H_{D,\tau} \) (resp. \( H^1_{D,\tau} \)) the set of all \( u = (u^n)_{n=0,...,N_\tau} \) (resp. \( u = (u^n)_{n=1,...,N_\tau} \)) with \( u^n \in H_D \) for all \( n = 0, \ldots, N_\tau \) (resp. \( n = 1, \ldots, N_\tau \)). We denote for all \( u \in H^1_{D,\tau} \) (resp. \( u \in H_{D,\tau} \)), by \( \Pi_{D,\tau} u \in L^2(\Omega \times ]0,T[) \) and \( \nabla_{D,\tau} u \in L^2(\Omega \times ]0,T[)^d \) (resp. \( \Pi_{D,\tau} u \in L^2(\Omega \times ]0,T[)^d \) and \( \nabla_{D,\tau} u \in L^2(\Omega \times ]0,T[)^d \)) the functions defined by \( \Pi_{D,\tau} u(x,t) = \Pi_D u^n(x) \) and \( \nabla_{D,\tau} u(x,t) = \nabla_D u^n(x) \) (resp. \( \Pi_{D,\tau} u(x,t) = \Pi_D u^{n-1}(x) \) and \( \nabla_{D,\tau} u(x,t) = \nabla_D u^{n-1}(x) \)) for a.e. \( x \in \Omega \) and all
Remark 6. Inspired by the finite volume framework, this compactness property is a result of frameworks. In the case of the conformal finite elements (see Remark 3) it is a

The required compactness property 3 can result from different analysis

Definition 2.3 (Admissible sequence of space discretisations). Let \( \Omega \) be an open bounded connected subset of \( \mathbb{R}^d \), with \( d \in \mathbb{N}^* \) (where \( \mathbb{N}^* \) denotes the set \( \mathbb{N} \setminus \{0\} \)). We say that \( (D_m)_{m \in \mathbb{N}} \) is an admissible sequence of space discretisations of \( \Omega \) if the following conditions are fulfilled:

1. there exists \( C > 0 \) such that

\[
\| \Pi_{D_m} \|_{L(H_{D_m}, L^2(\Omega))} \leq C, \quad \forall m \in \mathbb{N},
\]

and

\[
\| \nabla D_m P_{D_m} v \|_{L^2(\Omega^d)} \leq C \| \nabla v \|_{L^2(\Omega^d)}, \quad \forall m \in \mathbb{N}, \quad \forall v \in H^1_0(\Omega),
\]

2. the following consistency property holds

\[
\lim_{m \to \infty} \left( \| v - \Pi_{D_m} P_{D_m} v \|_{L^2(\Omega)} + \| \nabla v - \nabla D_m P_{D_m} v \|_{L^2(\Omega^d)} \right) = 0, \quad \forall v \in H^1_0(\Omega),
\]

3. the following compactness property holds: for all sequence \( (u_m)_{m \in \mathbb{N}} \) with \( u_m \in H_{D_m} \) such that there exists \( C > 0 \) with \( \| u_m \|_{D_m} \leq C \) for all \( m \in \mathbb{N} \), then there exists \( u \) in \( L^2(\Omega) \) such that, up to a sub-sequence, \( \Pi_{D_m} u_m \) converges to \( u \) in \( L^2(\Omega) \),

4. for all sequence \( (u_m)_{m \in \mathbb{N}} \) with \( u_m \in H_{D_m} \) such that there exists \( C > 0 \) with \( \| u_m \|_{D_m} \leq C \) for all \( m \in \mathbb{N} \), and such that there exists \( u \) in \( L^2(\Omega) \) such that \( \Pi_{D_m} u_m \) converges to \( u \) in \( L^2(\Omega) \), then \( \nabla D_m u_m \) converges to \( \nabla u \) for the weak topology of \( L^2(\mathbb{R}^d) \), prolonging by 0 all functions outside \( \Omega \).

Remark 5. The required compactness property 3 can result from different analysis frameworks. In the case of the conformal finite elements (see Remark 3) it is a consequence of Rellich’s theorem. In the case of the examples below, which are inspired by the finite volume framework, this compactness property is a result of the discrete functional analysis proposed in [7].

Remark 6. It results from the above definition that, if a sequence \( (u_m)_{m \in \mathbb{N}} \) with \( u_m \in H_{D_m} \) is such that there exists \( C > 0 \) with \( \| u_m \|_{D_m} \leq C \) for all \( m \in \mathbb{N} \), and that there exists \( u \) in \( L^2(\Omega) \) such that \( u_m \) converges to \( u \) in \( L^2(\Omega) \), then \( u \in H^1_0(\Omega) \).
Definition 2.4 (Admissible sequence of space-time discretisations). Let Ω be an open bounded connected subset of \( \mathbb{R}^d \), with \( d \in \mathbb{N}^* \) and let \( T > 0 \). We say that \((D_m, \tau_m)_{m \in \mathbb{N}}\) is an admissible sequence of space-time discretisations of \( \Omega \times [0,T] \) if \((D_m, \tau_m)\) is a space-time discretisation of \( \Omega \times [0,T] \) in the sense of Definition 2.2 for all \( m \in \mathbb{N} \), if \((D_m)_{m \in \mathbb{N}}\) is an admissible sequence of space discretisations of \( \Omega \) in the sense of Definition 2.3, and if \((\tau_m)_{m \in \mathbb{N}}\) converges to 0.

Remark 7. It results from the above definition that, for all \( v \in L^2(0,T; H^1_0(\Omega)) \), thanks to dominated convergence, \( \nabla D_m, \tau_m P D_m, \tau_m v \) converges to \( \nabla v \) in \( L^2(\Omega \times [0,T])^d \) and \( \Pi D_m, \tau_m P D_m, \tau_m v \) converges to \( v \) in \( L^2(\Omega \times [0,T]) \).

The next section is devoted to the presentation of precise examples of space discretisations, and to the detailed expression of Schemes (10) and (11) in these cases.

3. Examples of non-conformal space discretisations. Since the main applications which are considered are devoted to image processing, we first focus on non conformal rectangular finite elements on rectangular domains, and then on non conformal simplicial finite elements on polygonal domains. All these non conformal finite element methods can also be seen as finite volume methods.

3.1. A first scheme on rectangular domains. We consider the particular case where \( \Omega = [a_1, b_1] \times \ldots \times [a_d, b_d] \) is an open rectangle in \( \mathbb{R}^d \).

![Figure 1. Notations for rectangular meshes of Section 3.1 and Section 3.2](image)

Definition 3.1. A space discretisation in the sense of Definition 2.1 is defined by the following way (see Figure 1).

1. A rectangular discretisation of \( \Omega \) is defined by the increasing sequences \( a_i = x_0^{(i)} < x_1^{(i)} < \ldots < x_n^{(i)} = b_i \), \( i = 1, \ldots, d \).

2. We denote by

\[ M = \left\{ [x_0^{(1)} \times x_0^{(1)}] \times \ldots \times [x_0^{(d)} \times x_0^{(d)}] + 1 \right\} \]

the set of the control volumes. The elements of \( M \) are denoted \( p, q, \ldots \). We denote by \( x_p \) the centre of \( p \). For any \( p \in M \), let \( \partial p = \partial \setminus p \) be the boundary of \( p \); let \( |p| > 0 \) denote the measure of \( p \) and let \( h_p \) denote the diameter of \( p \) and \( h_D \) denote the maximum value of \( (h_p)_{p \in M} \).
3. We denote by \( \mathcal{E}_p \) the set of all the faces of \( p \in \mathcal{M} \), by \( \mathcal{E} \) the union of all \( \mathcal{E}_p \), and for all \( \sigma \in \mathcal{E} \), we denote by \( |\sigma| \) its \((d-1)\)-dimensional measure. For any \( \sigma \in \mathcal{E} \), we define the set \( \mathcal{M}_\sigma = \{ p \in \mathcal{M}, \sigma \in \mathcal{E}_p \} \) (which has therefore one or two elements), we denote by \( \mathcal{E}_p \) the set of the faces of \( p \in \mathcal{M} \) (it has 2 \( d \) elements) and by \( x_\sigma \) the centre of \( \sigma \). We then denote by \( d_{p,\sigma} = |x_\sigma - x_p| \) the orthogonal distance between \( x_p \) and \( \sigma \in \mathcal{E}_p \) and by \( n_{p,\sigma} \) the normal vector to \( \sigma \), outward to \( p \).

4. We denote by \( \mathcal{V}_p \) the set of all the vertexes of \( p \in \mathcal{M} \) (it has \( 2^d \) elements), by \( \mathcal{V} \) the union of all \( \mathcal{V}_p \), \( p \in \mathcal{M} \). For \( y \in \mathcal{V}_p \), we denote by \( K_{p,y} \) the rectangle whose faces are parallel to those of \( p \), and whose the set of vertexes contains \( x_p \) and \( y \). We denote by \( \mathcal{V}_y \) the set of all vertexes of \( \sigma \in \mathcal{E} \) (it has \( 2^{d-1} \) elements), and by \( \mathcal{E}_{p,y} \) the set of all \( \sigma \in \mathcal{E}_p \) such that \( y \in \mathcal{V}_\sigma \) (it has \( d \) elements).

5. We define the set \( H_D \) of all \( u \in \mathbb{R}^{\mathcal{M}} \times \mathbb{R}^\mathcal{E} \), with \( u_\sigma = 0 \) for \( \sigma \subset \partial \Omega \) and \( n = 1, \ldots, N_T \).

6. We denote, for all \( u \in H_D \), by \( \Pi_D u \in L^2(\Omega) \) the function defined by the constant value \( u_p \) a.e. in \( p \in \mathcal{M} \).

7. We denote, for all \( v \in H^1_0(\Omega) \), by \( P_D v \in H_D \) the element defined by \( (P_Dv)_p = \frac{1}{|p|} \int_p v(x)dx \) for all \( p \in \mathcal{M} \), and by \( (P_Dv)_\sigma = \frac{1}{|\sigma|} \int_\sigma v(x)ds(x) \) for all \( \sigma \in \mathcal{E} \).

8. For \( u \in H_D \), \( p \in \mathcal{M} \) and \( y \in \mathcal{V}_p \), we denote by

\[
\nabla_{p,y} u = \frac{2}{|p|} \sum_{\sigma \in \mathcal{E}_{p,y}} |\sigma| (u_\sigma - u_p) n_{p,\sigma} = \sum_{\sigma \in \mathcal{E}_{p,y}} \frac{u_\sigma - u_p}{d_{p,\sigma}} n_{p,\sigma},
\]

and by \( \nabla_D u \) the function defined a.e. on \( \Omega \) by \( \nabla_{p,y} u \) on \( K_{p,y} \).

We then have the following result.

**Lemma 3.2.** Let \( \Omega = [a_1, b_1] \times \ldots \times [a_d, b_d] \) be an open rectangle in \( \mathbb{R}^d \). Let \( (\mathcal{D}_m)_{m \in \mathbb{N}} \), with \( \mathcal{D}_m = (H_{Dm}, P_{Dm}, \Pi_{Dm}, \nabla_{Dm}) \) be defined by Definition 3.1, where \( h_m = \max(x_{i+1}^{(j)} - x_i^{(j)}) \) tends to 0 as \( m \to \infty \), with \( \theta_m = (x_{i+1}^{(j)} - x_i^{(j)})/(x_{i+k}^{(j)} - x_{i+k-1}^{(j)}) \) remains bounded.

Then \( (\mathcal{D}_m)_{m \in \mathbb{N}} \) is an admissible sequence of space discretisations of \( \Omega \) in the sense of Definition 2.3.

**Proof.** Let us recall the result, proved in [7]: for a discretization \( \mathcal{D} \) in the sense of Definition 3.1, then the expression \( \|u\|_\mathcal{D} \), defined by

\[
\|u\|_\mathcal{D}^2 = \sum_{p \in \mathcal{M}} \sum_{\sigma \in \mathcal{E}_p} \frac{|\sigma|}{d_{p,\sigma}} (u_\sigma - u_p)^2, \forall u \in H_D,
\]

is a norm on \( H_D \) such that the discrete Poincaré inequality

\[
\|\Pi_D u\|_{L^2(\Omega)} \leq C \|u\|_\mathcal{D}, \forall u \in H_D,
\]

holds, where \( C \) only depends on the bound on \( \theta \). Moreover, one has that

\[
\|\nabla_D u\|_{L^2(\Omega)^d} = \|u\|_\mathcal{D}, \forall u \in H_D.
\]

Then the (12) is an immediate consequence of the above relations. Inequality (13) is an immediate consequence of the inequality

\[
((P_Dv)_p - (P_Dv)_\sigma)^2 \leq C_{diam(p)} \|\nabla v\|_{L^2(\Omega)^d}^2,
\]

proved p777 in [6]. Property (14) is a straightforward for any \( v \in C^\infty(\Omega) \) by consistency. It therefore holds for all \( v \in H^1_0(\Omega) \) by density and continuity of \( P_D \) on \( H^1_0(\Omega) \). The compactness property (point 3 of Definition 2.3) is proved in [7].
Let us write the schemes (10) and (11) in this case. We first choose for test function \( v \in H^1_D \), the function such that \( v^n_p = 1 \) for a given \( p \in M \) and \( n = 1, \ldots, N_T \), and all other components equal to 0. We get

\[
|p| \nu_p^n (u_p^n - u_p^{n-1}) - \tau \sum_{\sigma \in \mathcal{E}_p} \frac{|\sigma| \mu_{p,\sigma}^n (u_p^n - u_p^n)}{d_p \sigma} = f_p^n, \tag{16}
\]

where we set

\[
2^d \nu_p^m = \sum_{y \in \mathcal{V}_p} \nu(u_p^m, \nabla_p y u^m) \quad \text{and} \quad 2^{d-1} \mu_{p,\sigma}^m = \sum_{y \in \mathcal{V}_\sigma} \mu(|\nabla_p y u^m|), \tag{17}
\]

with \( m = n \) for (10) and \( m = n - 1 \) for (11), and

\[
f_p^n = \int_{(n-1)\tau}^{n\tau} \int f(x, t) \, dx dt.
\]

We then choose for test function \( v \in H^1_D \), the function such that \( v^n_p = 1 \) for a given interior face \( \sigma \) common to both control volumes \( p, q \in M \) and \( n = 1, \ldots, N_T \), and all other components equal to 0. We obtain

\[
\frac{\mu_{p,\sigma}^m}{d_p \sigma} (u_p^n - u_p^n) + \frac{\mu_{q,\sigma}^m}{d_q \sigma} (u_q^n - u_q^n) = 0.
\]

The above expression allows, in the case of Scheme (11), for eliminating \( u^n_p \) with respect to \( u^n_p \) and \( u^n_q \). It is then easy to derive an \( L^\infty \) estimate in this case, which resumes to \( L^\infty \) stability if \( f = 0 \). Indeed, after the elimination of \( u^n_p \), consider the maximum value of \( u^n_p \). Thanks to the sign of the coefficients, we get that this maximum value must be comprised between \( u^{n-1}_p \) and that of all \( u^n_q \) for \( q \) neighbour of \( p \). Therefore, we obtain that it must be bounded by the maximum values of all \( u^{n-1}_p \) and the boundary value 0. The same reasoning holds for the minimum value, hence providing the \( L^\infty \) estimate.

3.2. A second scheme on rectangular domains. We again consider the particular case where \( \Omega = [a_1, b_1] \times \ldots \times [a_d, b_d] \) is an open rectangle in \( \mathbb{R}^d \).

Definition 3.3. A space discretisation in the sense of Definition 2.1 is now defined by the following method (see again Figure 1).

5. We define the set \( H_D \) of all \( u = (u_p)_{p \in M}, (u_{\sigma,y})_{\sigma \in \mathcal{E}, y \in \mathcal{V}_\sigma} \), with \( u_{\sigma,y} = 0 \) for \( \sigma \subset \partial \Omega, y \in \mathcal{V}_\sigma \) and \( n = 1, \ldots, N_T \).
6. We denote, for all \( u \in H_D \), by \( \Pi_D u \in L^2(\Omega) \) the function defined by the constant value \( u_p \) a.e. in \( p \in M \).
7. We denote, for all \( v \in H^1_0(\Omega) \), by \( P_D v \in H_D \) the element defined by \( (P_D v)_p = \frac{1}{|p|} \int v(x) \, dx \) for all \( p \in M \), and by \( (P_D v)_{\sigma,y} = \frac{1}{|\sigma|} \int v(x) \, ds(x) \) for all \( \sigma \in \mathcal{E} \) and \( y \in \mathcal{V}_\sigma \).
8. For \( u \in H_D \), \( p \in M \) and \( y \in \mathcal{V}_p \), we denote by

\[
\nabla_p y u = \frac{2}{|p|} \sum_{\sigma \in \mathcal{E}_{p,y}} |\sigma|(u_{\sigma,y} - u_p) n_p, \sigma = \sum_{\sigma \in \mathcal{E}_{p,y}} \frac{u_{\sigma,y} - u_p}{d_p \sigma} n_p, \sigma, \tag{18}
\]

and by \( \nabla_D u \) the function defined a.e. on \( \Omega \) by \( \nabla_p y u \) on \( K_{p,y} \).

Remark 8. This definition differs from that of section (3.1) by the use of \( 2^{d-1} \) different unknowns \( u_{\sigma,y} \) at the interface \( \sigma \) instead of only one \( u_{\sigma} \).
We then have the following result, the proof of which is similar to that of Lemma 3.2.

Lemma 3.4. Let \( \Omega = \prod_{i=1}^{d} [a_i, b_i] \) be an open rectangle in \( \mathbb{R}^d \). Let \((D_m)_{m \in \mathbb{N}}\) be defined by Definition 3.3, where \( h_m = \max(x_{i+1}^{(j)} - x_i^{(j)}) \) tends to 0 as \( m \to \infty \), with \( \theta_m = (x^{(j)}_{i+1} - x^{(j)}_i) / (x^{(k)}_{i+1} - x^{(k)}_i) \) remains bounded.

Then \((D_m)_{m \in \mathbb{N}}\) is an admissible sequence of space discretisations of \( \Omega \) in the sense of Definition 2.3.

Let us write the schemes (10) and (11) in this case. For a given \( p \in \mathcal{M} \) and \( n = 1, \ldots, N_T \), we get

\[
|p| \nu^m_p(u^n_p - u^{n-1}_p) - \tau \sum_{\sigma \in \mathcal{E}_p} \sum_{y \in \mathcal{V}_\sigma} \sigma \mu(|\nabla_p u^m|) \left( u^n_{\sigma,y} - u^n_p \right) = f^n_p, \tag{19}
\]

where we set

\[
2d \nu^m_p = \sum_{y \in \mathcal{V}_p} \nu(u^m_p, \nabla_p y u^m),
\]

with \( m = n \) for (10) and \( m = n - 1 \) for (11), and

\[
f^n_p = \int_{(n-1)\tau}^{n\tau} \int f(x,t) dx dt.
\]

For a given interior \( \sigma \) common to \( p, q \in \mathcal{M} \), \( y \in \mathcal{V}_\sigma \) and \( n = 1, \ldots, N_T \), we have

\[
\frac{\mu(|\nabla_p y u^m|)}{d_{p\sigma}} (u^n_{\sigma,y} - u^n_p) + \frac{\mu(|\nabla q y u^m|)}{d_{q\sigma}} (u^n_{\sigma,y} - u^n_q) = 0. \tag{20}
\]

Again, the above expression allows to eliminate \( u^n_{\sigma,y} \) in the case of Scheme (11), and an \( L^\infty \) estimate is derived, following the same reasoning as the one which is described at the end of the previous section.

3.3. A scheme applying on simplicial meshes. This scheme has a few common points with the scheme presented in Section 3.2, although we now consider that \( \Omega \) be an open bounded polyhedron in \( \mathbb{R}^d \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{simplicial_meshes.png}
\caption{Notations for simplicial meshes of Section 3.3}
\end{figure}

Definition 3.5. A space discretisation in the sense of Definition 2.1 is now defined by the following method (see Figure 2).
We denote by $\mathcal{M}$ a set of disjoint open simplicial domains (triangles in 2D, tetrahedrons in 3D), such that $\Omega = \bigcup_{p \in \mathcal{M}} \bar{p}$. The elements of $\mathcal{M}$ are denoted $p, q, \ldots$. We denote by $x_p$ the centre of gravity of $p$. For any $p \in \mathcal{M}$, let $\partial p = \bar{p} \setminus p$ be the boundary of $p$; let $|p| > 0$ denote the measure of $p$ and let $h_p$ denote the diameter of $p$ and $h_D$ denote the maximum value of $(h_p)_{p \in \mathcal{M}}$.

2. We denote by $\mathcal{E}_p$ the set of all the faces of $p \in \mathcal{M}$, by $\mathcal{E}$ the union of all $\mathcal{E}_p$, and for all $\sigma \in \mathcal{E}$, we denote by $|\sigma|$ its $(d - 1)$-dimensional measure. For any $\sigma \in \mathcal{E}$, we denote by $\mathcal{M}_\sigma = \{ p \in \mathcal{M}, \sigma \in \mathcal{E}_p \}$. We assume that the mesh is conformal, in the sense that, if $\mathcal{M}_\sigma$ has one element, then $\sigma \subset \partial \Omega$ and if $\mathcal{M}_\sigma$ has two elements, then $\sigma \subset \Omega$. We then denote by $\mathcal{E}_p$ the faces of $p \in \mathcal{M}$ (it has $d + 1$ elements) and by $x_\sigma$ the centre of gravity of $\sigma$. We then denote $n_{p, \sigma}$ the normal vector to $\sigma$, outward to $p$.

3. We denote by $\mathcal{V}_p$ the set of all the vertexes of $p \in \mathcal{M}$ (it has $d + 1$ elements), by $\mathcal{V}$ the union of all $\mathcal{V}_p$, $p \in \mathcal{M}$. For $y \in \mathcal{V}_p$, we denote by $K_{p,y}$ the polyhedron, defined as the set of all $x \in p$ such that the barycentric coordinates $(s'_{y'})_{y' \in \mathcal{V}_p}$ of $x$ satisfy $s_y = \max_{y' \in \mathcal{V}_p} s'_{y'}$ (recall that $(s'_{y'})_{y' \in \mathcal{V}_p}$ is defined by $x - x_p = \sum_{y' \in \mathcal{V}_p} s'_{y'}(y' - x_p)$, such that $s'_{y'} \geq 0$ and $\sum_{y' \in \mathcal{V}_p} s'_{y'} = 1$). We denote by $\mathcal{V}_\sigma$ the set of all vertexes of $\sigma \in \mathcal{E}$ (it has $d$ elements), and by $\mathcal{E}_{p,y}$ the set of all $\sigma \in \mathcal{E}_p$ such that $y \in \mathcal{V}_\sigma$ (it has $d$ elements). We then denote, for $\sigma \in \mathcal{E}$ and $y \in \mathcal{V}_\sigma$, by $x_{\sigma,y}$ the point of $\sigma$ defined by the barycentric coordinates $(s_y')_{y' \in \mathcal{V}_\sigma}$, such that $s_y' = 1/(d + 1)$ for all $y' \in \mathcal{V}_\sigma \setminus \{ y \}$ (therefore $s_y = 2/(d + 1)$).

4. We define the set $H_D$ of all $u = (u_p)_{p \in \mathcal{M}}, (u_{\sigma,y})_{\sigma \in \mathcal{E}, y \in \mathcal{V}_\sigma}$, with $u_{\sigma,y} = 0$ for $\sigma \subset \partial \Omega$ and $y \in \mathcal{V}_\sigma$.

5. We denote, for all $u \in H_D$, by $\Pi_D u \in L^2(\Omega)$ the function defined by the constant value $u_p$ a.e. in $p \in \mathcal{M}$.

6. We denote, for all $v \in H_D^1(\Omega)$, by $P_D v \in H_D$ the element defined by $(P_D v)_p = \frac{1}{|p|} \int_p v(x)dx$ for all $p \in \mathcal{M}$. We denote by $\sigma_y$ the subset of all $x \in \sigma$ such that the barycentric coordinates $(s_{y'})_{y' \in \mathcal{V}_\sigma}$ of $x$ satisfy $s_y > 1/2$, and we set $(P_D v)_{\sigma,y} = \frac{1}{d+1} \int_{\sigma} v(x)dx + \frac{2}{d+1} \int_{\sigma_y} v(x)ds(x)$ for all $\sigma \in \mathcal{E}$ and $y \in \mathcal{V}_\sigma$ (hence computing a second order approximation at point $x_{\sigma,y}$).

7. For $u \in H_D$, $p \in \mathcal{M}$ and $y \in \mathcal{V}_p$, we denote by

$$\nabla_{p,y} u = \frac{d + 1}{|p|} \sum_{\sigma \in \mathcal{E}_{p,y}} \frac{|\sigma|}{d} (u_{\sigma,y} - u_p) n_{p,\sigma},$$

and by $\nabla_D u$ the function defined a.e. on $\Omega$ by $\nabla_{p,y} u$ on $K_{p,y}$.

Remark 9. Note that the measure of $K_{p,y}$ is $|p|/(d + 1)$ (this is easily shown, considering the affine transformation which sends $p$ to a tetrahedron with all edges equal).

We then have the following result.

Lemma 3.6. Let $\Omega$ be an open bounded polyhedron in $\mathbb{R}^d$. Let $(\mathcal{D}_m)_{m \in \mathbb{N}}$, with $\mathcal{D}_m = (H_{D_m}, P_{D_m}, \Pi_{D_m}, \nabla_{D_m})$ be defined by Definition 3.5, where the $h_m = \max_{p \in \mathcal{M}} \text{diam}(p)$ tends to 0 as $m \to \infty$, with $\theta_m = \min_{p \in \mathcal{M}} \text{diam}(p)/|p|$ (where $\text{diam}(p)$ being the supremum of the diameter of any ball included in $p$) remains bounded.

Then $(\mathcal{D}_m)_{m \in \mathbb{N}}$ is an admissible sequence of space discretisations of $\Omega$ in the sense of Definition 2.3.
Proof. The proof of this lemma relies on the remarkable expression (21) (see [2, 13, 14]). Firstly, it allows similar compactness steps to that of the proof of Lemma 3.2. Secondly, this expression is consistent with regular functions, in the sense that, if there exists \( G \in \mathbb{R}^d \) such that \( u_p = G \cdot x_p \) and \( u_{\sigma,y} = G \cdot x_{\sigma,y} \), then \( \nabla_{p,y} u = G \). This consistency relation allows for the verification of the other properties required by Definition 2.3.

Let us write the schemes (10) and (11) in this case. For a given \( p \in \mathcal{M} \) and \( n = 1, \ldots, N_T \), we get

\[
|p|\nu_p^m(u^n_p - u_{p}^{n-1}) - \tau \sum_{\sigma \in \mathcal{E}_p} \sum_{y \in \mathcal{V}_\sigma} \frac{|\sigma|}{d} \mu(|\nabla_{p,y} u^m|) \nabla_{p,y} u^n \cdot n_{p,\sigma} = f^n_p, \tag{22}
\]

where we set

\[
(d + 1) \nu_p^m = \sum_{y \in \mathcal{V}_p} \nu(u^m_{p,y}, \nabla_{p,y} u^m),
\]

with \( m = n \) for (10) and \( m = n - 1 \) for (11), and

\[
f^n_p = \int_{(n-1)\tau}^{n\tau} \int_p f(x,t)dxdt.
\]

For a given interior \( \sigma \) common to \( p, q \in \mathcal{M} \), \( y \in \mathcal{V}_\sigma \) and \( n = 1, \ldots, N_T \), we have

\[
\mu(|\nabla_{p,y} u^m|) \nabla_{p,y} u^n \cdot n_{p,\sigma} = \mu(|\nabla_{q,y} u^m|) \nabla_{q,y} u^n \cdot n_{p,\sigma}. \tag{23}
\]

In the case of Scheme (11), the previous relations allow to eliminate the values \( u^n_{q,y} \) for all edges \( y \in \mathcal{V}_\sigma \), as linear combinations of all \( u^n_p \) such that \( y \in \mathcal{V}_q \). The resulting linear system only depends on the cell centred values, and the stencil connects all pairs of simplexes with a common vertex. In this linear system, the signs of the coefficients depend on the geometry, preventing from an easy derivation of an \( L^\infty \) estimate.

4. Properties of the schemes. Before focusing on the estimates satisfied by the approximate solutions, we first present a few properties which are useful in the convergence study.

4.1. Estimates and existence of a solution to the fully implicit scheme.

**Lemma 4.1.** \( L^2(\Omega \times [0,T]) \) estimate on \( D_\tau u \) and \( L^\infty(0,T; H_\mathcal{D}) \) estimate, fully implicit scheme.

Let Hypotheses (H) be fulfilled. Let \( (\mathcal{D}, \tau) \) be a space-time discretisation of \( \Omega \times [0,T] \) in the sense of Definition 2.2. Let \( u \in H_{\mathcal{D},\tau} \) be a solution of (10). Then it holds:

\[
\nu_{\min} \int_{0}^{m\tau} \int_{\Omega} D_\tau u(x,t)^2.dxdt + \mu_{\min} \|\nabla \mathcal{D} u^m\|_{L^2(\Omega)^d}^2 \\
\leq \mu_{\max} \|\nabla_{\mathcal{D}} P_{\mathcal{D}} u_0\|_{L^2(\Omega)^d}^2 + \frac{1}{\nu_{\min}} \|f\|_{L^2(\Omega \times [0,T])}^2, \forall m = 1, \ldots, N_T. \tag{24}
\]

**Proof.** We set \( v = D_\tau u \) in the scheme and in (10) we integrate in time on the interval \([0,m\tau]\), for \( m = 1, \ldots, N_T \). Let us remark that, thanks to Hypothesis (H5) which implies the convexity of \( F \), we have

\[
\forall c_1, c_2 \in \mathbb{R}_+, F(c_2) - F(c_1) = \int_{c_1}^{c_2} z\mu(z)dz \leq c_2 \mu(c_2)(c_2 - c_1). \tag{25}
\]
We can then write
\[
F(\nabla D u^n(x)) - F(\nabla D u^{n-1}(x)) \leq \mu(|\nabla D u^n(x)|) |\nabla D u^n(x)| - |\nabla D u^{n-1}(x)|.
\]

Note that the Cauchy-Schwarz inequality implies
\[
|\nabla D u^n(x)| |\nabla D u^n(x)||\nabla D u^n(x)| - |\nabla D u^n(x)| \leq \nabla D u^n(x) \cdot (\nabla D u^n(x) - \nabla D u^{n-1}(x)).
\]

Thanks to property (7), and to the Young inequality applied to the right hand side, we conclude (24).

**Lemma 4.2** (Existence of at least one solution to the fully implicit scheme). Under Hypotheses (H), let \((D, \tau)\) be a space-time discretisation of \(\Omega \times [0, T]\) in the sense of Definition 2.2. Then there exists at least one \(u \in H_{D, \tau}\) such that (10) holds.

**Proof.** We first define, for any \(\lambda \in [0, 1]\), the functions \(\mu_\lambda\) and \(\nu_\lambda\) by \(\mu_\lambda(s) = \mu_{\max}(1 - \lambda) + \lambda \mu(s)\) and \(\nu_\lambda(s, \xi) = \nu_{\min}(1 - \lambda) + \lambda \nu(s, \xi)\). Since estimate (24) holds independently of \(\lambda\), since the problem is linear for \(\lambda = 0\), the topological degree argument [9], applied to the function \(\Phi : H_{D, \tau}^* \rightarrow H_{D, \tau}\) defined by
\[
\Phi(u)^n = \int_{\Omega} \nu_\lambda(u^n(x), \nabla D u^n(x)) (\Pi_{D} u^n(x) - \Pi_{D} u^{n-1}(x)) \Pi_{D} v_i(x) dx
+ \tau \int_{\Omega} \mu_\lambda(\nabla D u^n(x)) \nabla D u^n(x) \cdot \nabla D v_i(x) dx
- \int_{\Omega} \int_{f(x, t) dt} \Pi_{D} v_i(x) dx,
\]
where \((v_i)_{i=1,\ldots,M}\) is a basis of \(H_D\), ensures the existence of at least one solution to Scheme (10).

**Lemma 4.3.** \(L^2(\Omega \times [0, T])\) estimate on \(u_t\) and \(L^\infty(0, T; H_D)\) estimate, semi-implicit scheme. Let Hypotheses (H) be fulfilled. Let \((D, \tau)\) be a space-time discretisation of \(\Omega \times [0, T]\) in the sense of Definition 2.2. Let \(u \in H_{D, \tau}\) be a solution of (11). Then it holds:
\[
\nu_{\min} \int_0^{\tau} D u(x, t)^2 dt + \mu_{\min} \|\nabla D u^n\|^2_{L^2(\Omega)}
+ \mu_{\min} \sum_{n=1}^m \int_{\Omega} (|\nabla D u^n(x)| - |\nabla D u^{n-1}(x)|)^2 dx
\leq \mu_{\max} \|\nabla D P_D u_0\|^2_{L^2(\Omega)} + \frac{1}{\nu_{\min}} \|f\|^2_{L^2(\Omega \times [0, T])}, \quad \forall m = 1, \ldots, N_T,
\]
hence proving the existence and uniqueness of the solution \(u \in H_{D, \tau}\) to (11).

**Proof.** We proceed as in the proof of Lemma 4.1. We remark that, thanks to Hypothesis (H5),
\[
\forall c_1, c_2 \in \mathbb{R}_+, \int_{c_1}^{c_2} \mu(z) dz + \frac{1}{2} (c_2 - c_1)^2 \mu(c_1) \leq c_2 \mu(c_1)(c_2 - c_1).
\]
Indeed, we set, for \(c_1, c_2 \in \mathbb{R}_+,\) \(\Phi_{c_1}(c_2) = c_2 \mu(c_1)(c_2 - c_1) - \frac{1}{2} (c_2 - c_1)^2 \mu(c_1) - \int_{c_1}^{c_2} \mu(z) dz\). We have \(\Phi_{c_1}(c_1) = 0\), and \(\Phi_{c_1}'(c_2) = c_2 \mu(c_1) - c_2 \mu(c_2)\), whose sign is that of \(c_2 - c_1\) since \(\mu\) is (non-strictly) decreasing. Hence \(\Phi_{c_1}(c_2) \geq 0\) and we get
\[
F(|\nabla D u^n(x)|) - F(|\nabla D u^{n-1}(x)|) + \frac{\mu_{\min}}{2} (|\nabla D u^n(x)| - |\nabla D u^{n-1}(x)|)^2
\leq |\nabla D u^n(x)| |\nabla D u^n(x)| (|\nabla D u^n(x)| - |\nabla D u^{n-1}(x)|).
\]
Then the conclusion follows, as in the proof of Lemma 4.1. □
5. Convergence. Thanks to the estimates proved in the above section, we are now in position for proving the convergence of the scheme, using the monotonicity properties of the operators.

5.1. Convergence properties for the fully implicit scheme. We consider the function \( u_{D,\tau} \in H_{D,\tau} \) satisfying (10). We define

\[
\begin{align*}
  w_{D,\tau} & = f - \nu(\Pi_{D,\tau}u_{D,\tau}, \nabla_{D,\tau}u_{D,\tau})D_{\tau}u_{D,\tau}, \\
  G_{D,\tau} & = \mu(\nabla_{D,\tau}u_{D,\tau})\nabla_{D,\tau}u_{D,\tau},
\end{align*}
\]

Note that \( u_{D,\tau} \) is the solution of

\[
\int_0^T \int_{\Omega} G_{D,\tau}(x,t) \cdot \nabla_{D,\tau} v(x,t) dx dt = \int_0^T \int_{\Omega} w_{D,\tau}(x,t) \Pi_{D,\tau} v(x,t) dx dt, \quad \forall v \in H_{D,\tau}^*.
\]

We then have the following convergence lemma.

**Lemma 5.1** (A convergence property of the fully implicit scheme). Let Hypotheses (H) be fulfilled. Let \((D_m, \tau_m)_{m \in \mathbb{N}}\) be an admissible sequence of space-time discretisations of \(\Omega \times [0,T]\) in the sense of Definition 2.4. Let, for all \(m \in \mathbb{N}\), \(u_m \in H_{D_m,\tau_m}\) be such that (10) hold.

Then there exist a sub-sequence of \((D_m, \tau_m)_{m \in \mathbb{N}}\), again denoted \((D_m, \tau_m)_{m \in \mathbb{N}}\), and functions

\[
\bar{w} \in L^\infty(0, T; L^2(\Omega)) \cap C^0(0, T; L^2(\Omega)), \quad \text{with} \ \bar{w}_t \in L^2(\Omega \times [0,T]) \quad \text{and} \quad u(., 0) = u_0, \quad \bar{G} \in L^2(\Omega \times [0,T])
\]

such that

1. \(\Pi_{D_m,\tau_m} u_m\) converges in \(L^\infty(0, T; L^2(\Omega))\) to \(\bar{u}\) as \(m \to \infty\),
2. \(\bar{u}_t\) weakly converges in \(L^2(\Omega \times [0,T])\) to \(\bar{u}_t\) as \(m \to \infty\),
3. \(G_{D_m,\tau_m}\), defined by (29), weakly converges to \(\bar{G}\) in \(L^2(\Omega \times [0,T])\) as \(m \to \infty\),
4. \(w_{D_m,\tau_m}\), defined by (28), weakly converges to \(\bar{w}\) in \(L^2(\Omega \times [0,T])\) as \(m \to \infty\),
5. it holds

\[
\lim_{m \to \infty} \int_0^T \int_{\Omega} G_{D_m,\tau_m}(x,t) \cdot \nabla_{D_m,\tau_m} u_m(x,t) dx dt = \int_0^T \int_{\Omega} \bar{G}(x,t) \cdot \nabla \bar{u}(x,t) dx dt.
\]

**Proof.** Thanks to (24), \(G_{D_m,\tau_m}\) remains bounded in \(L^\infty(0, T; L^2(\Omega))\) and \(w_{D_m,\tau_m}\) remains bounded in \(L^2(\Omega \times [0,T])\). Hence, up to a sub-sequence, the existence of \(\bar{G} \in L^2(\Omega \times [0,T])\) such that \(G_{D_m,\tau_m}\) weakly converges to \(\bar{G}\) in \(L^2(\Omega \times [0,T])\) and \(w_{D_m,\tau_m}\) weakly converges to \(\bar{w}\) in \(L^2(\Omega \times [0,T])\).

We then remark that the sequence \(u_m\) is bounded in \(L^\infty(0, T; H_{D_m})\), which provides, thanks to compactness property assumed in Definition 2.3, to the \(L^2(\Omega \times [0,T])\) bound on \(D_{\tau_m} u_m\) and to an adaptation of Ascoli’s theorem similar to that done in [8], that there exists \(u \in L^\infty(0, T; H^1_0(\Omega)) \cap C^0(0, T; L^2(\Omega)), \quad \text{with} \ \bar{u}_t \in L^2(\Omega \times [0,T])\) such that, up to a sub-sequence, \(\Pi_{D_m,\tau_m} u_m\) converges in \(L^\infty(0, T; L^2(\Omega))\) to \(\bar{u}\) as \(m \to \infty\). We then get that \(D_{\tau_m} u_m\) weakly converges in \(L^2(\Omega \times [0,T])\) to \(\bar{u}_t\) as \(m \to \infty\). The proof that \(u(., 0) = u_0\) results from the definition of \(u_0\) and from Property (14). One of the difficulties is to respectively identify \(\bar{G}\) and \(\bar{w}\) with \(\mu(|\nabla \bar{u}|)\nabla \bar{u}\) and \(\nu(\bar{u}, \nabla \bar{u})\). This will be done in further lemmas, thanks to the property (31) stated in the present lemma, that we have now to prove. Note that in the proof below, we drop some indexes \(m\) for the simplicity of notation.
Let \( \varphi \in L^2(0, T; H^1_0(\Omega)) \) be given. Letting \( \nu = P_{D, \tau} \varphi \) in (30), and passing to the limit, we get
\[
\int_0^T \int_\Omega \tilde{G}(x, t) \cdot \nabla \varphi(x, t) \, dx \, dt = \int_0^T \int_\Omega \tilde{w}(x, t) \varphi(x, t) \, dx \, dt \quad \forall \varphi \in L^2(0, T; H^1_0(\Omega)).
\]

Hence, setting \( \varphi = \tilde{u} \) in (32), we get
\[
\int_0^T \int_\Omega \tilde{G}(x, t) \cdot \nabla \tilde{u}(x, t) \, dx \, dt = \int_0^T \int_\Omega \tilde{w}(x, t) \tilde{u}(x, t) \, dx \, dt.
\]
Passing to the limit in (30) with \( v = u_m \) (the right hand side converges thanks to weak/strong convergence), we then get (31).

5.2. Convergence properties for the semi-implicit scheme. We consider \( u_{D, \tau} \in H_{D, \tau} \), given by (11). We define
\[
\tilde{w}_{D, \tau} = f - \nu(\Pi_{D, \tau} u_{D, \tau}, \tilde{\nabla}_{D, \tau} u_{D, \tau}) D_{\tau} u_{D, \tau},
\]
and \( \tilde{G}_{D, \tau} \), defined by (29).

We then have the following convergence lemma.

**Lemma 5.2** (A convergence property of the semi-implicit scheme). Let \((D_m, \tau_m)_{m \in \mathbb{N}}\) be an admissible sequence of space-time discretisations of \( \Omega \times [0, T] \) in the sense of Definition 2.4. Let, for all \( m \in \mathbb{N} \), \( u_m \in H_{D_m, \tau_m} \) be such that (11) holds.

Then there exist a sub-sequence of \((D_m, \tau_m)_{m \in \mathbb{N}}\), again denoted \((D_m, \tau_m)_{m \in \mathbb{N}}\), and functions
\[
\tilde{u} \in L^\infty(0, T; H^1_0(\Omega)) \cap C^0(0, T; L^2(\Omega)), \text{ with } \tilde{u}_t \in L^2(\Omega \times [0, T]) \text{ and } u(\cdot, 0) = u_0,
\]
\( \tilde{G} \in L^2(\Omega \times [0, T]) \) such that
1. \( \Pi_{D_m, \tau_m} u_m \) converges in \( L^\infty(0, T; L^2(\Omega)) \) to \( \tilde{u} \) as \( m \to \infty \),
2. \( D_{\tau_m} u_m \) weakly converges in \( L^2(\Omega \times [0, T]) \) to \( \tilde{u}_t \) as \( m \to \infty \),
3. \( \tilde{G}_{D_m, \tau_m} \), defined by (34), and \( G_{D_m, \tau_m} \), defined by (29), weakly converge to \( \tilde{G} \) in \( L^2(\Omega \times [0, T]) \) as \( m \to \infty \), and
\[
\lim_{m \to \infty} \int_0^T \int_\Omega \left( \tilde{G}_{D_m, \tau_m}(x, t) - G_{D_m, \tau_m}(x, t) \right) \cdot \nabla_{D_m, \tau_m} u_m(x, t) \, dx \, dt = 0,
\]
4. \( \tilde{w}_{D_m, \tau_m} \), defined by (33), weakly converges to \( \tilde{w} \) in \( L^2(\Omega \times [0, T]) \) as \( m \to \infty \),
5. relation (31) holds.

**Proof.** The proof mainly follows the same steps as that of Lemma 5.1. Let us focus on the points which are specific. Writing
\[
||\nabla_{D, \tau} u|| - ||\nabla_{D, \tau} u||_{L^2(\Omega \times [0, T])} = \tau \sum_{n=1}^{N_T} \int_\Omega (||\nabla_{D} u^n(x)|| - ||\nabla_{D} u^{n-1}(x)||)^2 \, dx,
\]
we get, from (26), that $\| \nabla D_{m,\tau_m} u_m \| - \| \nabla D_{m,\tau_m} u_m \|_{L^2(\Omega \times [0,T])}$ tends to 0 since $\tau_m \to 0$ as $m \to \infty$. This leads, for any $\psi \in L^2(\Omega \times [0,T])$, that the quantity

$$\int_0^T \int_\Omega (\tilde{G}_{D_m,\tau_m}(x,t) - G_{D_m,\tau_m}(x,t)) \cdot \psi(x,t) dt$$

$$\leq \int_0^T \int_\Omega \mu(|\nabla D_{m,\tau_m} u_m(x,t)|) - \mu(|\nabla D_{m,\tau_m} u_m(x,t)|) \cdot \nabla D_{m,\tau_m} u_m(x,t) \cdot \psi(x,t) dt$$

tends to 0 as $m \to \infty$ thanks to (37) and properties of function $\mu$. The same holds for $\int_0^T \int_\Omega (\tilde{G}_{D_m,\tau_m}(x,t) - G_{D_m,\tau_m}(x,t)) \cdot \nabla D_{m,\tau_m} u_m(x,t) dxdt$, which proves (36). \qed

5.3. **Strong convergence of $\nabla D_u$.** The problem is now to show the convergence in $L^2(\Omega \times [0,T])$ of $\nabla D_m u_m$ to $\nabla \tilde{u}$. This will result from property (31) (which holds for both the fully implicit and the semi-implicit schemes), and from the properties of function $\mu$. Indeed, this property is the key point of the proof of the following lemma which uses Minty’s trick.

**Lemma 5.3.** Let Hypotheses (H) be fulfilled. Let $(D_m,\tau_m)_{m \in \mathbb{N}}$ be an admissible sequence of space-time discretisations of $\Omega \times [0,T]$ in the sense of Definition 2.4.

Let us assume that a sequence $(u_m)_{m \in \mathbb{N}}$ is such that $u_m \in H_{D_m,\tau_m}$ for all $m \in \mathbb{N}$, and such that $u_m$ converges in $L^2(\Omega \times [0,T])$ to $\tilde{u} \in L^\infty(0,T;H^1_0(\Omega))$, $\nabla D_m u_m$ weakly converges to $\nabla \tilde{u}$ in $L^2(\Omega \times [0,T])$, $G_{D_m,\tau_m}$ defined by (29), weakly converges to $\tilde{G}$ in $L^2(\Omega \times [0,T])^d$ as $m \to \infty$ and we assume that (31) holds. For all $W \in L^2(\Omega \times [0,T])^d$, we denote by

$$T_m(W) = \int_0^T \int_\Omega (G_{D_m,\tau_m} - \mu(|W|)) W \cdot (\nabla D_{m,\tau_m} u_m - W) dxdt. \quad (38)$$

Then the following holds

$$\lim_{m \to \infty} T_m(W) = \int_0^T \int_\Omega (\tilde{G} - \mu(|W|)) \tilde{W} \cdot (\nabla \tilde{u} - \tilde{W}) dxdt,$$

and therefore

$$\tilde{G}(x,t) = \mu(|\nabla \tilde{u}(x,t)|) \nabla \tilde{u}(x,t), \quad \text{for a.e. } (x,t) \in \Omega \times [0,T]. \quad (40)$$

**Proof.** In order to pass to the limit in $T_m(W)$, we write $T_m(W) = T_{m}^{(1)}(W) - T_{m}^{(2)}(W) - T_{m}^{(3)}(W) + T^{(4)}(W)$ with

$$T_{m}^{(1)}(W) = \int_0^T \int_\Omega G_{D_m,\tau_m}(x,t) \cdot \nabla D_{m,\tau_m} u_m dxdt,$$

$$T_{m}^{(2)}(W) = \int_0^T \int_\Omega G_{D_m,\tau_m}(x,t) \cdot W dxdt,$$

$$T_{m}^{(3)}(W) = \int_0^T \int_\Omega \mu(|W|) W \cdot \nabla D_{m,\tau_m} u_m dxdt,$$

and

$$T^{(4)}(W) = \int_0^T \int_\Omega \mu(|W|) W \cdot W dxdt.$$

Thanks to properties of admissible sequences of discretisations, we get

$$\lim_{m \to \infty} T_{m}^{(2)}(W) = \int_0^T \int_\Omega \tilde{G} \cdot W dxdt,$$
\[ \lim_{m \to \infty} T_m^{(3)}(W) = \int_0^T \int_\Omega (W(x,t) \cdot \nabla \bar{u}) \, dx \, dt, \]

Relation (31) provides

\[ \lim_{m \to \infty} T_m^{(1)}(W) = \int_0^T \int_\Omega G \cdot \nabla \bar{u} \, dx \, dt. \]

Hence we get (39), which is sufficient to prove next Lemma 5.4. Nevertheless, let us apply Minty’s trick (which remains available in the framework of non strictly monotonous operators): we set \( W = \nabla \bar{u} - \lambda \psi \), with \( \lambda > 0 \) and \( \psi \in C_c^\infty(\Omega \times [0,T]) \) in (39). We get, dividing by \( \lambda \),

\[ \int_0^T \int_\Omega (\bar{G} - \mu((\nabla \bar{u} - \lambda \psi)(\nabla \bar{u} - \lambda \psi))\psi \, dx \, dt \geq 0. \]

We can let \( \lambda \to 0 \) in the above inequality, using Lebesgue’s dominated convergence theorem. We then get

\[ \int_0^T \int_\Omega (\bar{G} - \mu(|\nabla \bar{u}|)\psi \, dx \, dt \geq 0. \]

Since this also holds for \(-\psi\), we get

\[ \int_0^T \int_\Omega (\bar{G} - \mu(|\nabla \bar{u}|)\psi \, dx \, dt = 0. \]

Hence \( \bar{G} - \mu(|\nabla \bar{u}|) = 0 \) a.e. in \( \Omega \times [0,T] \), which achieves the proof of (40). \( \square \)

We now have the following lemma.

**Lemma 5.4.** Under the same hypotheses as Lemma 5.3, \( \nabla D_m \tau_m u_m \) converges in \( L^2(\Omega \times [0,T]) \) to \( \nabla \bar{u} \) as \( m \) tends to \( \infty \).

**Proof.** We first remark that, for all \( V, W \in L^2(\Omega \times [0,T]) \), it holds

\[ \forall V, W \in L^2(\Omega \times [0,T]), \int_0^T \int_\Omega (\mu(|W|)W - \mu(|V|)V) \cdot (W - V) \, dx \, dt \geq \alpha \|W\|^2_{L^2(\Omega \times [0,T])}. \]

Indeed, thanks to the Cauchy-Schwarz inequality, we get

\[ \int_0^T \int_\Omega \mu(|W|)W \cdot V \, dx \, dt \leq \int_0^T \int_\Omega \mu(|W|)|W| \cdot |V| \, dx \, dt, \]

and the same property holds exchanging the roles of \( W \) and \( V \). Hence

\[ \int_0^T \int_\Omega (\mu(|W|)W - \mu(|V|)V) \cdot (W - V) \, dx \, dt \geq \int_0^T \int_\Omega (\mu(|W|)|W| - \mu(|V|)|V|) (|W| - |V|) \, dx \, dt. \]

Property (H5) on \( \mu \) provides (41). Taking \( W = \nabla D_m u_m \) and \( V = \nabla \bar{u} \) in (41), we get

\[ \|\nabla D_m u_m - |\nabla \bar{u}|\|^2_{L^2(\Omega \times [0,T])} \leq \frac{1}{\alpha} T_m(\nabla \bar{u}), \]

and, thanks to (39), \( \lim_{m \to \infty} T_m(\nabla \bar{u}) = 0 \). Therefore

\[ \lim_{m \to \infty} \|\nabla D_m u_m - |\nabla \bar{u}|\|_{L^2(\Omega \times [0,T])} = 0, \]
which, in addition to the convergence of $\nabla_{D_m} u_m$ to $\nabla \bar{u}$ for the weak topology of $L^2(\Omega \times [0, T])$, provides the convergence in $L^2(\Omega \times [0, T])$ of $\nabla_{D_m} u_m$ to $\nabla \bar{u}$. \qed

We can now conclude the convergence of the scheme.

**Theorem 5.5.** Let Hypotheses (H) be fulfilled. Let $(D_m, \tau_m)_{m \in \mathbb{N}}$ be an admissible sequence of space-time discretisations of $\Omega \times [0, T]$ in the sense of Definition 2.4.

Let, for all $m \in \mathbb{N}$, $u_m$ be such that (10) (fully implicit scheme) or (11) (semi-implicit scheme) hold.

Then there exists a sub-sequence of $(D_m, \tau_m)_{m \in \mathbb{N}}$, again denoted $(D_m, \tau_m)_{m \in \mathbb{N}}$, and there exists a function $\bar{u} \in L^\infty(0, T; H_0^1(\Omega))$, weak solution of (2)-(3)-(4) in the sense of Definition 1.1, such that $u_{D_m, \tau_m}$ tends to $\bar{u}$ in $L^\infty(0, T; L^2(\Omega))$, $\nabla_{D_m} u_m$ tends to $\nabla \bar{u}$ in $L^2(\Omega \times [0, T])^d$.

**Proof.** We first apply Lemmas 5.1 or 5.2. We get (30) or (35). We apply Lemma 5.4. We thus get that

$$\bar{w} = f - \nu(\bar{u}, \nabla \bar{u}) \bar{u}_t \text{ a.e. in } \Omega \times [0, T],$$

which, in addition to (40), concludes the proof. \qed

6. **Numerical experiments.** In this section we present several numerical examples to illustrate the properties of the proposed numerical schemes. They are devoted to the solution of regularised mean curvature flow and to the motion of 2D curves by curvature in level set formulation. In all examples we use both the semi-implicit and fully implicit schemes. We compute the errors and experimental order of convergence (EOC) for the whole level set function and also for the level set representing moving curve. Let us emphasise that for all the tests also proposed in [8], the order of the obtained errors and EOC are very close, using similar space and time steps. In the tables below $n$ is number of finite volumes along each boundary side and $n^2$ is a total number of finite volumes. We consider the square domain $\Omega = [-1.25, 1.25] \times [-1.25, 1.25]$ and compute the errors of the solution in $L^2(\Omega \times [0, T])$ norm denoted by $E_2$, $L^\infty(0, T; L^2(\Omega))$ denoted by $E_\infty$ and for the gradient of the solution in $L^2(\Omega \times [0, T])^d$ denoted by $EG_2$ and $L^\infty(0, T; L^2(\Omega)^d)$ norm denoted by $E G_\infty$. We assume that $\mu$ and $\nu$ are defined by (5) with various values of $a$, taking for $b$ a sufficiently large value (recall that the discrete solution satisfies an $L^\infty$ bound).

**Example 1.** In this example we compare a numerical solution with the exact solution

$$u(x, y, t) = \frac{x^2 + y^2}{2} + t$$

to Equation (2), setting $a^2 = 1/2$ in (5) and defining $f$ by

$$f(x, y, t) = -\frac{1/2}{(x^2 + y^2 + 1/2)^{3/2}},$$

defining the initial condition and non-homogeneous Dirichlet boundary conditions according to the exact solution in the time interval $[0, T] = [0, 0.3125]$.

We consider two types of grids. The first type is a standard $n \times n$ square grid, on which we apply Schemes (15)-(17) and (18)-(20). Scheme (21)-(23) is applied on the second type, depicted in Figure 3, consisting in a triangular mesh obtained by $n \times n$ repetitions of a pattern build with 14 triangles. The advantage of this type of mesh is that the regularity factor is independent of $n$, and that no local higher order
consistency is introduced, hence reproducing the properties of a general triangular mesh. In this example and in the other ones, the time step \( \tau \) fulfils the relation \( \tau = C/n^2 \), where \( 1/n \) is proportional to the diameter of finite volumes (recall that the schemes are unconditionally stable, but this relation is used in order to ensure classical order of convergence in the case of parabolic PDEs). The linear systems are either solved by direct Gaussian elimination (which can be a very efficient method for solving such sparse linear systems, taking into account some algebraic properties of the stencil) or by iterative Gauss-Seidel linear solver. In the experiments on triangular meshes we use the direct solver, whereas on the rectangular grids we prefer the Gauss-Seidel method, which often provides smaller computing time on large cases. In order to prevent the choice of the linear solver from modifying the numerical results, the precision prescribed to the iterative solver is comparable to that of the direct solver.

All the computations are performed on a PC computer, using the double precision type for the real values. For the fully implicit scheme, we need about 30 nonlinear iterations when fixing the tolerance on the square of the \( L^2 \) norm of the residual to \( TOL = 10^{-20} \). A sufficient precision is also obtained with \( TOL = 10^{-10} \) in nonlinear iterations and then 10 iterations in one time step are needed.

The results with \( m = n - 1 \) (semi-implicit scheme) are presented in Tables 1, 3 and 5, and the results with \( m = n \) (fully implicit scheme) are presented in Tables 2, 4 and 6.

They show, on this smooth example, that the precision of the fully implicit scheme is comparable with that of the semi-implicit one in both cases of rectangular and triangular meshes. Let us mention that the fully implicit scheme demands more CPU time. All the schemes have \( EOC = 2 \) in solution error and, interestingly, the \( EOC \) in the \( L_2 \) norm is about 2 also for gradients for rectangular grids and it is about 1.5 for triangular meshes.
Example 2. Now we use the exact viscosity solution [15]

\[ u(x, y, t) = \min\{x^2 + y^2 - 1 + t, 0\} \]

to the level set equation (1), which is (2) in the case \( f = 0 \) and

\[ \mu(s) = 1/s, \ \forall s \in \mathbb{R}^*_+, \ \text{and} \ \nu(z, \xi) = \mu(|\xi|), \ \forall z \in \mathbb{R}, \ \forall \xi \in \mathbb{R}^d \setminus 0, \]

(42)
with zero Dirichlet boundary conditions, in the time interval $[0, T] = [0, 0.3125]$. The initial condition and the exact and numerically computed solution (for a square $160 \times 160$ mesh) are plotted in Figures 4 and 5.

In this example, the solution contains flat regions, so we replace, for its numerical approximation, (42) by (5) with $a > 0$ (this is the so-called Evans-Spruck type regularisation [5]). Since the gradient of the solution jumps on a circular curve, we cannot expect a second order accurate approximation of the solution. However, as we see from Tables 7-10, the numerical schemes converge also in this singular case and naturally, EOC is equal (or close to) 1 for the solution error. In order to mimic convergence of numerical solution to (42) we use the coupling $a = h$ in (5) in order to fulfill the accuracy objectives. One can also observe that the errors obtained using the fully implicit scheme in this non-smooth example are slightly better than that provided by the semi-implicit one. However, since the CPU time needed by the fully-implicit scheme is greater, the semi-implicit scheme appears as a reasonable compromise (cf. [11, 4]) in practical applications.

**Example 3.** In this example we compute the displacement of the unit circle by its curvature, and we compare the numerical results with the exact solution. The exact radius $r(t)$ of a shrinking circle can be analytically expressed by

$$r(t) = \sqrt{r(0)^2 - 2t}, \quad t \in [0, T], \text{ where } T = \frac{r(0)^2}{2}. \quad (43)$$
The initial condition is given by

\[ u_0(x, y) = -1 + \sqrt{x^2 + y^2}, \]  

(44)

which represents the distance function to the initial unit circle. Since we use zero Neumann boundary conditions in this example, the initial level set function is deformed, see Figure 6, but the error on the interface decreases with respect to the space and time steps, indicating the convergence of the method, as it can be seen in Tables 11 and 12.
The comparison of the numerical solution with the exact one (43) is performed within the time interval \([0, T]\), where \(T = 0.375\), by a subsequent refinement of the grid. The measurement of the error is similar to that of [10]. For every discrete time step \(k = 0, 1, \ldots, N\), we first compute all the points \(x^k_i, i = 1, 2, \ldots, P\) where the piecewise linear representation of the numerical solution becomes equal to zero along the finite element grid lines. Then we compute the distances \(r^k_i, i = 1, 2, \ldots, P\) between the origin and the points \(x^k_i, i = 1, 2, \ldots, P\). Finally, these distances are compared to the radius \(r(k\tau)\) of the exact evolving circle. Then the formula

\[
E_2 = \sqrt{\sum_{k=0}^{N} \frac{1}{P} \sum_{i=1}^{P} (r^k_i - r(k\tau))^2}
\]

(45)
is used for assessing the error in the $L^2(0,T;L^2(S^1))$ norm, denoting by $S^1$ the unit circle and setting $T = N\tau$. The results for the semi-implicit and fully implicit schemes on rectangular grids are summarised in Tables 11 and 12. In all the cases, the convergence to the exact solution in the norm defined by (45) seems to be numerically observed. Since, in this definition, $P$ is not constant during consecutive time steps, the EOCs look less regular than in the previous two examples. Nevertheless, Table 12 seems to show second order convergence in the case of the fully-implicit scheme (18)-(20), using the coupling $\tau = h^2$.
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Table 11. Example 3, error reports and EOCs for scheme (15)-(17) semi and fully implicit version, $a = h$, on $n \times n$ square meshes.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\tau$</th>
<th>$E_2$ semi-implicit</th>
<th>EOC</th>
<th>$E_2$ fully-implicit</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.25e-02</td>
<td>6.25e-02</td>
<td>-</td>
<td>9.375e-02</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>1.25e-02</td>
<td>1.25e-02</td>
<td>0.903</td>
<td>2.339e-02</td>
<td>1.993</td>
</tr>
<tr>
<td>40</td>
<td>2.50e-02</td>
<td>2.50e-02</td>
<td>2.008</td>
<td>2.339e-02</td>
<td>3.644</td>
</tr>
<tr>
<td>80</td>
<td>5.00e-02</td>
<td>5.00e-02</td>
<td>3.014</td>
<td>2.339e-02</td>
<td>7.288</td>
</tr>
<tr>
<td>160</td>
<td>1.00e-01</td>
<td>1.00e-01</td>
<td>4.020</td>
<td>2.339e-02</td>
<td>14.576</td>
</tr>
<tr>
<td>320</td>
<td>2.00e-01</td>
<td>2.00e-01</td>
<td>5.027</td>
<td>2.339e-02</td>
<td>29.152</td>
</tr>
</tbody>
</table>
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Table 12. Example 3, error reports and EOCs for scheme (18)-(20) semi and fully implicit version, $a = h$, on $n \times n$ square meshes.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\tau$</th>
<th>$E_2$ semi-implicit</th>
<th>EOC</th>
<th>$E_2$ fully-implicit</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.25e-02</td>
<td>6.25e-02</td>
<td>-</td>
<td>9.375e-02</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>1.25e-02</td>
<td>1.25e-02</td>
<td>0.903</td>
<td>2.339e-02</td>
<td>1.993</td>
</tr>
<tr>
<td>40</td>
<td>2.50e-02</td>
<td>2.50e-02</td>
<td>2.008</td>
<td>2.339e-02</td>
<td>3.644</td>
</tr>
<tr>
<td>80</td>
<td>5.00e-02</td>
<td>5.00e-02</td>
<td>3.014</td>
<td>2.339e-02</td>
<td>7.288</td>
</tr>
<tr>
<td>160</td>
<td>1.00e-01</td>
<td>1.00e-01</td>
<td>4.020</td>
<td>2.339e-02</td>
<td>14.576</td>
</tr>
<tr>
<td>320</td>
<td>2.00e-01</td>
<td>2.00e-01</td>
<td>5.027</td>
<td>2.339e-02</td>
<td>29.152</td>
</tr>
</tbody>
</table>

In Figure 7 we represent the numerical evolution of a circle together with the exact solution, setting $n = 80$, $\tau = h^2$ and using 400 time steps. We hardly distinguish in this figure the numerical solution and the exact one.

**Example 4.** Finally, we consider the mean curvature flow of a quatrefoil, defined as the zero level set of the initial level set function constructed by the formula

$$u_0(x, y) = -1 + \frac{\sqrt{x^2 + y^2}}{r_L}, \text{ where } r_L = 0.6 + 0.4 \sin \left(4 \arctan \left(\frac{y}{x}\right)\right).$$  \tag{46}$$

The evolution is computed in time interval $[0, T]$, $T = 0.22461$, $n = 80$, $\tau = h^2$ by both schemes (15)-(17) and (18)-(20) and the results are presented in Figure 8, showing very close results.

7. **Conclusions.** The family of discrete schemes presented in this paper shows very easy implementation properties, and satisfactory accuracy. The adaptation of the viscosity solution sense to this discrete framework remains an open problem.
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Figure 7. Example 3: Evolution of the unit circle, exact (black) and numerical (red dashed) solutions at time steps $t_N = N \tau$, $\tau = 9.76563e^{-4}$, $N = 0, 50, 100, 150, 200, 250, 300, 350, 400$.
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Figure 8. Example 3. Evolution of a quatrefoil, first scheme on rectangles (left, red, solid), second scheme on rectangles (right, blue, dashed) in time steps $t_N = N\tau$, $\tau = 9.76563e-4$, $N = 0, 10, 20, \ldots, 220$. 