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Abstract

We present an algorithm of pattern recovery (image segmentation) based on the solution of the Alle
equation. The approach is usually understood as a regularization of the level-set motion by mean curvatu
we impose a special forcing term whichlets the initial level set closely surround the pattern in question. We s
convergence of the numerical scheme and demonstrate function of the algorithm on several artificial as well as re
examples.
 2004 IMACS. Published by Elsevier B.V. All rights reserved.
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1. Introduction

The level set technique is known in the image-processing community due to its succ
applicability, e.g., to filtering and segmentation tasks (see [14]). In this paper, we suggest an alte
based on the phase-field approach to the mean-curvature flow (see [16,6]). The phase-field me
used in a wide range of problems (e.g., differential geometry, phase transitions) as discussed in
We offer a new application of such methods to the rapidly growing domain of image processing by
(see [13,14]).

In particular, we propose an algorithm for image segmentation, i.e., a technique devoted to reco
pattern boundaries from the original, possibly noisy image or signal. The algorithm is based on nu
solution of the generalized Allen–Cahn equation which is a nonlinear parabolic partial differ
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Fig. 1. Image size: 256 by 256 pixels, parameters:h = 0.04, τ = 0.001,ξ = 0.05,F = 15,λ = 10. The time steps 0, 100, 20
300 and 835 are shown. The original image is in the bottom right corner.

equation arising in the treatment of mean-curvature flow problems. This modification is new a
the phase-field models. We show the convergence of the discrete solution given by the propos
discrete scheme to the weak solution. Our segmentation equation has the following form:

ξ
∂p

∂t
= ξ∇ · (g(|∇Gσ ∗ P0|

)∇p
) + g

(|∇Gσ ∗ P0|
)(1

ξ
f0(p) + ξF |∇p|

)
. (1)

The image is located in a rectangular two-dimensional domainΩ . The segmentation process
parametrized by the variablet playing the role of time in the physical context. The functionp = p(t, x)

should bring the initial segmentation (phase) functionpini as close as possible to objects in the target
original imageP0) in certain sense.

The initial guesspini can be given in the form of the characteristic function of the domain coverin
objects of interest (see Figs. 1–4, 7) or as the characteristic function of a growing initial seed ins
object of interest (see Figs. 5, 6). At any time moment we can detect the level setp = 1

2 as a segmentatio
curve which is moving towards edges in the imageP0.

The equation uses a non-increasing Perona–Malik functiong :R+
0 → R

+ (compare with [32]), for
which g(0) > 0, g(s) → 0 for s → ∞, and g(

√
s ) is smooth. The functiong is combined with a

smoothing kernelGσ ∈ C∞(R2) usually represented by the Gauss function or a mollifier with com
support [10,22] satisfying∫

R2

Gσ(x)dx = 1,

∫
R2

|∇Gσ |dx � Cσ ,

Gσ (x) → δx for σ → 0, δx is the Dirac function at pointx.
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Fig. 2. Image size: 256 by 256 pixels, parameters:h = 0.04, τ = 0.001,ξ = 0.05,F = 15,λ = 10. The time steps 0, 200, 40
600, 800, 1000, 1400, 1765 are shown. The original image is in the bottom right corner.

The equation also contains the functionf0 and the parametersξ , F , which are given below together wit
the complete setting of the initial-boundary-value problem.

The role of convolution with a smoothing kernel is to change a piecewise constant digital
(given discretely) to the infinitely smooth function for which differential quantities, e.g., gradient
well defined. At the same time the convolution is used in pre-filtering the imageP0 before segmentatio
in order to smooth spurious structures like noise.

In our work we are motivated by the results related to the geodesic (or conformal) mean-cu
motion of planar curves [23,9] in the level-set formulation described by the equation

∂p

∂t
= |∇p|∇ .

(
g
(|∇Gσ ∗ P0|

) ∇p

|∇p|
)

= |∇p|
(

g
(|∇Gσ ∗ P0|

)∇ .
∇p

|∇p| + ∇g
(|∇Gσ ∗ P0|

)
.

∇p

|∇p|
)

. (2)
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Fig. 3. Image size: 256 by 256 pixels, parameters:h = 0.04, τ = 0.0006,ξ = 0.05,F = 20,λ = 5. The time steps 0, 100, 20
300, 400, 532 are shown. The original image is in the bottom right corner.

The segmentation model (2) is an important generalization of the level-set equation (see [35])

∂p

∂t
= |∇p|∇ .

∇p

|∇p| , (3)

used in a wide range of applications (see [35,29]). The curvature-driven level-set equation (3)
various generalizations arise in two main contexts of image processing: in filtering and in segmen

In case ofimage filteringthe functionp(t, x) represents an updated intensity function starting at
original imageP0 (i.e., we setpini = P0). According to Eq. (3) each level line of the image intens
p moves with normal velocity proportional to its curvature. For example, the mean-curvature m
without external forcing shrinks any closed curve to a point with asymptotically infinite speed (se
[27]). Noise (a small structure with high curvature) disappears relatively fast as a consequence
evolution. This fact may justify the use of level-set-like equations in image filtering. Edge inform
can also be incorporated into such models. The Perona–Malik idea of a controlled, selective d
is adopted here. For example, in [1], the mean-curvature motion is modified according to the fol
equation

∂p

∂t
= g

(|∇Gσ ∗ p|)|∇p|∇ .
∇p

|∇p| , (4)

where the edge-indicator termg is dynamically updated following the diffused image. The te
g(|∇Gσ ∗ p|) is used to slow down the motion of image contours (edges). Noise in the regions be
edges is removed by the mean-curvature flow. Numerical methods solving this equation and app
in image filtering have been discussed in [1,12].



M. Beneš et al. / Applied Numerical Mathematics 51 (2004) 187–205 191

,

ve,

,

rection

he
Fig. 4. Image size: 180 by 180 pixels, parameters:h = 0.05, τ = 0.001, ξ = 0.05, F = 10, λ = 20. The time steps 0, 1000
2000, 3000, 4000, 5000, 6000, 7371 are shown. The original image is in the bottom right corner.

Partial differential equations forimage segmentationare similar to (4). However, as mentioned abo
the sense of the solutionp is different. The equation

∂p

∂t
= g

(|∇Gσ ∗ P0|
)|∇p|

(
∇ .

∇p

|∇p| + F

)
, (5)

has been proposed for the two- and three-dimensional pattern recognition (see [9,26]). In this casep(t, x)

is the segmentation function whose particular level set evolves to the edge of objects inP0. The initial
segmentation level set is put inside or outside the object. Then it is evolved in the normal di
by a constant speedF plus the curvature regularization term∇ .

∇p

|∇p| both weighted byg(|∇Gσ ∗ P0|)
representing a “distance” from the edge. However, with a nonzeroF , it is not easy to guarantee that t
level-set motion stops appropriately, especially in case of noisyP0.
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Fig. 5. Image size: 117 by 117 pixels, parameters:h = 0.04,τ = 0.001,ξ = 0.05,F = −5, λ = 10. The time steps 0, 100, 20
300, 400, 480 are shown.

In (2), a new driving force−∇g(|∇Gσ ∗ P0|) advects the segmentation functionp towards the edge
In the vicinity of an edge, the segmentation level curve is therefore automatically driven to the d
object boundary [23,9].

In this paper, we take advantage of both driving forces mentioned above. The constant one a
bring the segmentation level curve close to the object boundary. If the segmentation curve is e
to shrink from outside the object to its edges, thenF > 0. If the segmentation curve is to expand fro
the interior of the object towards the object edges, thenF < 0. The vector field−∇g(|∇Gσ ∗ P0|)
allows to accurately detect the edges. The curvature regularization term makes the final curve sm
causes minimization of the curve length in regions with missing edge information (e.g., due to
Furthermore, we propose the model which replaces the level-set formulation by the phase-field te
(see, e.g., [8,3]). A series of results is known, which shows a correspondence between the two ap
within the context of mean-curvature flow (see, e.g., [16]) and within the context of phase transitio
[17,3,24]). We show that the resulting modified Allen–Cahn equation can be solved numerically w
any difficulties and that corresponding numerical algorithm can be used in the above-described
processing operations.

We organize our text as follows. In Section 2, we present known results concerning our proble
propose the nonlinear fully-discrete semi-implicit finite-difference scheme for the numerical so
The scheme leads to the solution of a nonlinear algebraic system at each discrete time leve
the nonlinear Gauss–Seidel iteration technique is used. In Section 3, we prove the convergenc
fully discrete scheme to the weak solution of our problem. In Section 4, numerical examples of
segmentation in both artificial and real images are discussed.
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,
Fig. 6. Image size: 250 by 250 pixels, parameters:h = 0.04, τ = 0.0009,ξ = 0.06, F = −5, λ = 50. The time steps 0, 1000
2000, 3000, 4000, 4329 are shown.
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Fig. 7. Image size: 252 by 400 pixels, parameters:h = 0.04,τ = 0.001,ξ = 0.05,F = 15,λ = 40. The time steps 0, 500, 100
1500, 2000, 2660 are shown.

2. Modified Allen–Cahn equation

We recall and study in detail an initial-boundary-value problem for the parabolic semi-linear p
differential equation (1) which is of the Allen–Cahn type. For this purpose we denote the recta
domainΩ = (0,L1) × (0,L2) ⊂ R

2, x = [x1, x2] ∈ Ω , the time variablet ∈ (0, T ). The problem for the
unknown functionp = p(t, x) reads as follows

ξ
∂p

∂t
= ξ∇ · (g(|∇Gσ ∗ P0|

)∇p
) + g

(|∇Gσ ∗ P0|
)(1

ξ
f0(p) + ξF |∇p|

)
in (0, T ) × Ω,

∂p

∂n

∣∣∣∣
∂Ω

= 0 on(0, T ) × ∂Ω, p|t=0 = pini(x) in �Ω. (6)

Here,ξ > 0 is a parameter related to the thickness of the interface layer (it is usually set to a value	 1).
The polynomialf0(p) = ap(1− p)(p − 1

2), with a > 0, is derived from the double-well potentialw0 as
w′

0 = −f0. The functionF = F(x) is bounded and continuous, the functiong ∈ C∞ strictly positive. The
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function pini is the initial condition, the functionP0 ∈ L∞(Ω). We refer the reader to [4,3] for details
concerning the equation and physical background of it.
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We observe that the functiong(|∇Gσ ∗ P0|) is infinitely smooth and bounded. We will denote
g = g(x) again and we stress the following properties

0< γ1 � g(x) � γ2, ∀x ∈ Ω, (7)

whereγ1, γ2 are positive constants.

Remark. A minor modification in the proof of Theorem 3.2 in [3] yields the existence and uniquene
the weak solution of (6) providedΩ ⊂ R

2 is a bounded rectangular domain andpini ∈ H1(Ω). We also
see thatp ∈ L2(0, T ;H2(Ω)). We notice that the numerical analysis presented below will confirm
existence result implicitly.

In case thatg = 1, the problem (6) can be studied within the context of the mean-curvature flow
[18,11] for the introduction, [2,6] for the current context). Whenξ → 0+, the motion lawvΓ = −κΓ −F

is recovered with the accuracy up to the order ofξ2 in terms of formal asymptotic expansion (see
Lemma 4.6]). Here,vΓ denotes the normal velocity andκΓ the mean curvature of the level setΓ ≡ p = 1

2.
More details concerning the asymptotic behaviour of the problem (6) whenξ → 0+ can be found, e.g.
in Theorem 2.2 of [6].

Numerical scheme
A discretized version of the problem (6) will be used in the context of image processing

propose the numerical scheme based on the finite-difference method in space and time. F
summarize some notation of the spatial discretization—h1, h2 are the mesh sizes,ωh = {[ih1, jh2] |
i = 1, . . . ,N1 − 1; j = 1, . . . ,N2 − 1}, ω̄h = {[ih1, jh2] | i = 0, . . . ,N1; j = 0, . . . ,N2} grids of
internal and of all nodes, respectively,ux̄1, ux̄2 backward differences,ux1, ux2 forward differences
∇̄hu = [ux̄1, ux̄2] and ∇hu = [ux1, ux2] (details can be found in [6]). Introducing the time stepτ > 0,
the time-level index isk = 0,1, . . . ,NT . We can consider the grid functionv : {0,1, . . . ,NT } × ω̄h → R

for which vk
ij = v(kτ, ih1, jh2), δvk

ij = vk
ij −vk−1

ij

τ
. We also introduce a linear space of grid functions w

homogeneous discrete Neumann conditionsHh = {u : ω̄h → R | ux1,0j = 0, ux2,i0 = 0, ux̄1,N1j = 0,

ux̄2,iN2 = 0, i = 0, . . . ,N1, j = 0, . . . ,N2}. We propose the two-level semi-implicit finite-differen
scheme in the following form at the time levelk

ξδpk
h = ξ∇h · (g∇̄hp

k
h

) + g

(
1

ξ
f0

(
pk

h

) + ξF
∣∣∇̄hp

k−1
h

∣∣) onωh,

pk
h ∈Hh, p0

h = Phpini, (8)

where the solution is a mapph : {1, . . . ,NT } × ω̄h → R, g stands for the grid values of the functio
g(x) (see Section 4) andPh :C( �Ω) → Hh is the projection (restriction) operator. We observe that
scheme (8) is nonlinear with respect topk

h and dominated by the second-order difference operator.
convergence result is contained in the following statement:

Theorem 1. The scheme(8) has the unique solution forτ small. Ifτ → 0+ andh → 0+, then this solution
converges to the weak solution of(6) providedpini ∈ H1(Ω) ∩ C( �Ω).
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3. Convergence of the numerical scheme

und in

es

they
sgue

e

d

of

amely
Finite-difference interpolation theory
In this section, we summarize features of grid functions and their interpolants. Details can be fo

[6] and related references therein. We use them when proving the above mentioned result. Iff,g ∈ Hh,
f = [f 1, f 2] and g = [g1, g2], we denote(f, g)h = ∑N1−1,N2−1

i,j=1 h1h2fij gij , ‖f ‖2
h = (f, f )h, (f,g] =∑N1,N2−1

i=1,j=1 h1h2f
1
ij g

1
ij + ∑N1−1,N2

i=1,j=1 h1h2f
2
ij g

2
ij , ‖f]|2 = (f, f]. According to [33], the discrete analogu

of various integral relations are valid, in particular the Green formula forf,g ∈ Hh andp : ω̄h → R:
(f,∇h(p∇̄hg)h) = −(p∇̄hf, ∇̄hg]. We continue by introducing extensions of grid functions, so that
are defined almost everywhere onΩ . Such extensions are studied by the usual technique of Lebe
and Sobolev spaces.

Remark. We recall necessary definitions needed to extrapolate grid functions inR
2 (see [6]). We also

define a subdomainΩh ⊂ Ω consisting of thin bands near∂Ω :

Ωh = (0,L1) × (0, h2/2) ∪ (0,L1) × (N2 − h2/2,N2) ∪ (0, h1/2)

× (0,L2) ∪ (N1 − h1/2,N1) × (0,L2).

We use thepiecewise linear interpolationoperatorQh :Hh → C( �Ω) defined in the usual way (se
[7]) on the triangles given by the grid̄ωh with diagonals connecting the nodes(i − 1, j) and(i, j − 1).
The piecewise constant interpolationoperatorSh :Hh → L∞(Ω) is built on rectangular cells centere
on the nodes ofωh (Shu = 0 onΩh). Thepiecewise constant interpolationoperatorS̃h :Hh → L∞(Ω)

is built on rectangular cells centered on the nodes ofω̄h. We proceed by determining basic properties
the above defined maps as implied by [6] and by the references therein:

(1) If u, v ∈Hh, then
∫
Ω
ShuShv dx = (u, v)h.

(2) If u, v ∈Hh, then∫
Ω

S̃huS̃hv dx = (u, v)h + 1

2
h1h2

N1−1∑
i=1

(uv|i0 + uv|iN2) + 1

2
h1h2

N2−1∑
j=1

(uv|0j + uv|N1j )

+ 1

4
h1h2(uv|00 + uv|0N2 + uv|N10 + uv|N1N2).

(3) We observe that the operatorsSh and S̃h have the following properties:‖Shu‖L2(Ω) = ‖u‖h,
‖S̃hu‖L2(Ω) � 2‖u‖h. Furthermore, both operators have suitable convergence properties, n
‖ShPhp − S̃hPhp‖L2(Ω) → 0, wheneverh → 0 andp ∈ C( �Ω).

(4) Letu, v ∈ Hh. Then(∇(Qhu),∇(Qhv)
) = (∇̄hu, ∇̄hv

] + E(u, v), (9)

where we denote

E(u, v) = 1

2

N1∑
i=1

h1h2(ux̄1vx̄1|i,N2 + ux̄1vx̄1|i,0) + 1

2

N2∑
j=1

h1h2(ux̄2vx̄2|N1,j + ux̄2vx̄2|0,j ).

Consequently,



M. Beneš et al. / Applied Numerical Mathematics 51 (2004) 187–205 197

∥∥∇(Qhu)
∥∥2 � 3

2

∥∥∇̄hu
]∣∣2

. (10)

axis.
use

lar

ons of
olution

ergence
e

(5) The relation between norms of the operatorsQh andSh: ‖Qhu‖L2(Ω) � 2‖Shu‖L2(Ω) is implied by a
similar relation‖Qhu‖L2(Ω) � ‖S̃hu‖L2(Ω) given in [6] and by the point 3 of this list.

(6) The convergence property‖ShPhp−QhPhp‖L2(Ω) → 0 is valid wheneverh → 0 andp ∈ C( �Ω) (see
[6] and the point 3 of this list).

Remark. According to [21], we define the Rothe functions for the interpolation along the time
We denoteHτ = {v | v : (0,1, . . . ,NT ) → R} the space of grid functions with respect to time. We
piecewise linear interpolationby means of the operatorQτ :Hτ → C(〈0, T 〉) such that for eachv ∈ Hτ ,
(Qτ v)(t) = vk−1+δvk(t − (k−1)τ ) for t ∈ 〈(k−1)τ, kτ 〉; andpiecewise constant interpolationoperator
Sτ :Hτ → L∞(0, T ) such that for eachv ∈ Hτ , (Sτ v)(t) = vk for t ∈ ((k − 1)τ, kτ 〉. We mention the
known relationship between the Rothe functions:

∫ T

0 |Qτ v − Sτ v|2 dt = τ2

3

∑NT

k=1 τ |δvk|2.

Remark on the solvability of (8). The spaceHh is a finite-dimensional Hilbert space with the sca
product(u, v)Hh

= (∇̄hu, ∇̄hv] + (u, v)h. The operatorT given by the formula〈
T

(
pk

h

)
, v

〉 := ξ
(
pk

h, v
)
h
+ ξ

(
g∇̄hp

k
h, ∇̄hv

] − 1

ξ

(
gf0

(
pk

h

)
, v

)
h
,

which appears in (8), is the variation of the potential

F(u) := ξ

2
(u,u)h + ξ

2

(
g∇̄hu, ∇̄hu

] + 1

ξ

(
gw0(u),1

)
h
.

The functionw0, with w′
0 = −f0, is a double-well potential density (see [4]). The operatorT on Hh

becomes strongly monotone, following the estimate〈
T (u) − T (v), u − v

〉 = ξ

2
‖u − v‖2

h + ξ

2

(
g∇̄h(u − v), ∇̄h(u − v)

] − τ

ξ

(
g
(
f0(u) − f0(v)

)
, u − v

)
h

�
(

ξ

2
− τ

ξ

5

8
aγ2

)
‖u − v‖2

h + γ1
ξ

2

∥∥∇̄h(u − v)
]∣∣2

,

using (7), the fact that(f0(u) − f0(v))(u − v) � 5
8a(u − v)2 and provided the condition

τ <
4

5aγ2
ξ2 (11)

holds (in agreement with other results, e.g., [28,31]). We therefore satisfy the assumpti
[20, Theorem 26.11] and of remarks thereafter, from which we obtain existence of the unique s
of (8).

A priori estimate of the discrete solution
Now, we estimate quantities contained in the discrete scheme (8) in order to prepare the conv

proof. We multiply (8) byτδpk
h, sum overωh and fork = 1, . . . , l and use the Green formula. Then w

have

ξ

l∑
k=1

τ
∥∥δpk

h

∥∥2
h
+ ξ

l∑
k=1

τ
(
g∇̄hp

k
h, ∇̄hδp

k
h

] = 1

ξ

l∑
k=1

τ
(
gf0

(
pk

h

)
, δpk

h

)
h
+ ξ

l∑
k=1

τ
(
gF

∣∣∇̄hp
k−1
h

∣∣, δpk
h

)
h
.
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The Abel summation rule, the relationships|F(x)| � CF , and γ1 � g(x) � γ2, and a manipulation
(motivated, e.g., by [34, p. 378]) with the nonlinear term(gf0(p

k), δpk)h by means of a function

of
h h

h0(s) = a(1
2 − (s − 1

2)
2) such thatf0(s) = h0(s)(s − 1

2),(
gf0

(
pk

h

)
, δpk

h

)
h
= 1

2

(
gh0

(
pk

h

)((
pk

h − 1

2

)
+

(
pk−1

h − 1

2

)
+

(
pk

h − 1

2

)
−

(
pk−1

h − 1

2

))
, δpk

h

)
h

= − 1

4a
δ
(
g
∣∣h0

(
pk

h

)∣∣2
,1

)
h
− τ

4a

(
g
∣∣δh0

(
pk

h

)∣∣2
,1

)
h
+ τ

2

(
gh0

(
pk

h

)
,

(
δ

(
pk

h − 1

2

))2)
h

,

allow to obtain the following inequality

ξ

l∑
k=1

τ
∥∥δpk

h

∥∥2
h
+ ξ

2

l∑
k=1

(
g∇̄h

(
pk

h − pk−1
h

)
, ∇̄h

(
pk

h − pk−1
h

)] + ξ

2

(
g∇̄hp

l
h, ∇̄hp

l
h

]

+ 1

4aξ

(
g
∣∣h0

(
pl

h

)∣∣2
,1

)
h
+ τ

4aξ

l∑
k=1

τ
(
g
∣∣δh0

(
pk

h

)∣∣2,1
)
h

� ξ

2

(
g∇̄hp

0
h, ∇̄hp

0
h

] + 1

4aξ

(
g
∣∣h0

(
p0

h

)∣∣2,1
)
h
+ τ

2ξ

l∑
k=1

τ

(
gh0

(
pk

h

)
,

(
δ

(
pk

h − 1

2

))2)
h

+ ξCFγ2

l∑
k=1

τ
(∣∣∇̄hp

k−1
h

∣∣, δpk
h

)
h
.

We treat the non-linear term as follows(
gh0

(
pk

h

)
,

(
δ

(
pk

h − 1

2

))2)
h

= 1

2
a

(
g

∣∣∣∣δ
(

pk
h − 1

2

)∣∣∣∣2

,1

)
h

− a

(
g

(
pk

h − 1

2

)2

,

∣∣∣∣δ
(

pk
h − 1

2

)∣∣∣∣2)
h

,

which together with the Young inequality applied to the term(|∇̄hp
k−1
h |, δpk

h)h and by the restriction to
the terms useful for our purposes gives

1

2
ξ

l∑
k=1

τ
∥∥δpk

h

∥∥2
h
+ ξ

2
γ1

l∑
k=1

(∇̄h

(
pk

h − pk−1
h

)
, ∇̄h

(
pk

h − pk−1
h

)]
+ ξ

2
γ1

(∇̄hp
l
h, ∇̄hp

l
h

] + γ1

4aξ

(
g
∣∣h0

(
pl

h

)∣∣2
,1

)
h

� ξ

2
γ2

(∇̄hp
0
h, ∇̄hp

0
h

] + γ2

4aξ

(
g
∣∣h0

(
p0

h

)∣∣2,1
)
h
+ ξγ 2

2 C2
F

∥∥∇̄hp
0
h

]∣∣2 + ξγ 2
2 C2

F

l∑
k=1

τ
∥∥∇̄hp

k
h

]∣∣2.
The discrete Gronwall lemma (see [21]) allows us to obtain that

ξ
∥∥∇̄hp

l
h

]∣∣2 � 1

(1− 2τ
γ 2

2
γ1

C2
F )k

((
γ2

2γ1
+ γ 2

2

γ1
C2

F

)
ξ
∥∥∇̄hp

0
h

]∣∣2 + γ2

4aξγ1

(∣∣h0
(
p0

h

)∣∣2,1
)
h

)
.

Assuming thatpini is regular enough (pini ∈ H1(Ω) ∩ C( �Ω)), we obtain uniform boundedness
ξ‖∇̄hp

l
h]|2, ξ

∑l
k=1 ‖∇̄h(p

k
h − pk−1

h )]|2, (g|h0(p
l
h)|2,1)h and ξ

∑l
k=1 τ‖δpk

h‖2
h for all l = 0, . . . ,NT

independently ofτ, h.
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Passage to the limit
We explore the interpolation operatorsSh, Qh andSτ , Qτ . We take arbitrary sequenceshn andτn of

pending
e

n

g
trongly
iven
f

ue to

tors

rmore,
space and time steps tending to 0, and look for the convergence of the approximate solutions de
on the mentioned sequences. In the following, we omit the indexn. The above given properties of th

mentioned operators (see also [6]) imply thatξ‖∇SτQhp
l
h‖2, (gw0(SτShp

l
h,1) and ξ

∫ lτ

0 ‖ ∂QτShpk
h

∂t
‖2

are uniformly bounded for alll = 0, . . . ,NT independently ofτ, h. Mutual relations of the interpolatio

operators listed above imply thatQτQhp
k
h in L∞(0, T ;H1(Ω)) and

∂QτQhpk
h

∂t
in L2(0, T ;L2(Ω)) are

uniformly bounded for allk = 0, . . . ,NT independently ofτ, h. This setting is suitable for the imbeddin
theorem (for the given context, used, e.g., in [3]), from which we can find a subsequence s
converging top in L6(0, T ;L6(Ω)). The Aubin lemma (see [25]) as a typical argument for the g
nonlinearity yields thatf0(SτShp

k
h) converges tof0(p) in L2(0, T ;L2(Ω)). Strong convergence o

gradients is shown in the following lemma:

Lemma 1. The sequence∇SτQhp
k
h converges strongly to∇p in L2(0, T ;L2(Ω;R

2)) andSτSh|∇̄hph| ×
(t − τ) converges strongly to|∇p| in L2(0, T ;L2(Ω)).

Proof. The proof of the lemma is similar to the proof of [3, Lemma 3.4]. However, it is delivered d
points through which both proofs differ. We multiply Eq. (8) bypk

h −Php and sum overωh:

ξ
(
δpk

h,p
k
h −Php

)
h
+ ξ

(
g∇̄hp

k
h, ∇̄h

(
pk

h −Php
)]

= 1

ξ

(
gf0

(
pk

h

)
,pk

h −Php
)
h
+ ξ

(
gF

∣∣∇̄hp
k−1
h

∣∣,pk
h −Php

)
h
.

We add and subtract the termξ(g∇̄hPhp, ∇̄h(p
k
h − Php)] to the equality, multiply it byτ , sum over

k = 1, . . . ,NT and rewrite in terms of Lebesgue spaces using the properties of interpolation opera

ξ

T∫
0

(
ShPhg∇SτQh

(
pk

h −Php
)
,∇SτQh

(
pk

h −Php
))

dt

� −ξ

T∫
0

(
∂QτShp

k
h

∂t
,SτSh

(
pk

h −Php
))

dt + 1

ξ

T∫
0

(
ShPhgf0

(
SτShp

k
h

)
,SτSh

(
pk

h −Php
))

dt

+ ξ

T∫
0

(
ShPh(gF )SτSh

(∣∣∇̄hp
k−1
h

∣∣)(t − τ),SτSh

(
pk

h −Php
))

dt

− ξ

T∫
0

(
ShPhg∇SτQhPhp,∇SτQh

(
pk

h −Php
))

dt + ξ

T∫
0

SτE
(
Php,pk

h −Php
)
dt.

We observe thatSτSh(p
k
h − Php) → 0 strongly in L2(0, T ;L2(Ω)), asSτShp

k
h − p → 0 strongly, and

SτShPhp − p → 0 strongly in the same space due to properties of the extension operators. Furthe
∇SτQh(p

k
h − Php) → 0 weakly in L2(0, T ;L2(Ω)), asQτQhp

k
h − p → 0 weakly in L2(0, T ;H1(Ω)),
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QτQhp
k
h − SτQhp

k
h → 0 strongly in L2(0, T ;L2(Ω)). The interpolation property ofQh implies that

p −Q P p → 0 in H1(Ω) (see [7]). The sequence
∫ T S E(P p,pk −P p)dt → 0 as

l

(9)

tain

e

h h 0 τ h h h

T∫
0

SτE
(
Php,pk

h −Php
)
dt =

T∫
0

∫
Ωh

ShPhg∇SτQhPhp · ∇SτQh

(
pk

h −Php
)
dx dt,

and
∫ T

0

∫
Ωh

|∇SτQhPhp|2 dx dt � 2
∫ T

0

∫
Ω

|∇SτQhPhp − ∇p|2 dx dt + 2
∫ T

0

∫
Ωh

|∇p|2 dx dt . Therefore
∇SτQhPhp restricted toΩh tends strongly to 0, and∇SτQh(p

k
h − Php) tends weakly to 0. As al

terms in the right side tend to 0 forn → ∞, we see that∇(SτQh(p
k
h − Php)) → 0 strongly in

L2(0, T ;L2(Ω;R
2)).

Now, we use the fact thatξ
∑l

k=1 ‖∇̄h(p
k
h − pk−1

h )]|2 is bounded, which together with the property
gives the convergence of the termSτSh(|∇̄hp

k
h|)(t − τ) to |∇p|. �

We multiply (8) by a test functionPhw, wherew ∈ C∞
0 (Ω), and integrate it overωh. Then, we have

ξ
(
δpk

h,Phw
)
h
+ ξ

(
g∇̄hp

k
h, ∇̄hPhw

] = 1

ξ

(
gf0

(
pk

h

)
,Phw

)
h
+ ξ

(
gF

∣∣∇̄hp
k−1
h

∣∣,Phw
)
h
.

Rewriting the preceding relation in terms of L2(Ω) and exploring the time-extension operators, we ob

ξ

(
∂QτShp

k
h

∂t
,ShPhw

)
+ ξ

(
ShPhg∇SτQhp

k
h,∇QhPhw

) − ξSτE
(
pk

h,p
k
h −Php

)
= 1

ξ

(
ShPhgf0

(
SτShp

k
h

)
,Phw

) + ξ
(
ShPh(gF )SτSh

(∣∣∇̄hp
k
h

∣∣)(t − τ),ShPhw
)
. (12)

We multiply (12) by a scalar functionψ(t) ∈ C1(〈0, T 〉), for which ψ(T ) = 0. Integrating by parts, w
arrive to

ξ
(
QτShp

0
h,ShPhw

)
ψ(0) − ξ

T∫
0

(
QτShp

k
h,ShPhw

)∂ψ

∂t
dt

+ ξ
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0

(
ShPhg∇QhSτp

k
h,∇QhPhw
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ψ(t)dt − ξ
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0

SτE
(
ShPhgp

k
h,p

k
h −Php

)
dt

= 1

ξ
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(
ShPhgf0

(
SτShp

k
h
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,Phw

)
ψ(t)dt

+ ξ

T∫
0

(
ShPh(gF )SτSh

(∣∣∇̄hp
k
h

∣∣)(t − τ),ShPhw
)
ψ(t)dt.

We pass to the limit in all terms of this equation, knowing thatShPhw → w, ∇QhPhw → ∇w,
ShPhg → g andShPh(gF ) → gF uniformly in �Ω , ShPhpini → pini aspini ∈ C( �Ω), ∇SτQhp

k
h → ∇p

in L2(0, T ;L2(Ω)), QτShp
k
h → p in L2(0, T ;L2(Ω)), f0(SτShp

k
h) → f0(p) in L2(0, T ;L2(Ω)) due



M. Beneš et al. / Applied Numerical Mathematics 51 (2004) 187–205 201

to the Aubin lemma (see also [6]),SτSh|∇̄hp
k
h|(t − τ) → |∇p| in L2(0, T ;L2(Ω)) by Lemma 1,∫ T S E(pk,pk − P p)dt → 0 as∇S Q pk → ∇p in L (0, T ;L (Ω)), ∇S Q (pk − P p) → ∇p in

e

[6]
n of the

cess not
btained

which
s:
0 τ h h h τ h h 2 2 τ h h h

L2(0, T ;L2(Ω)).
Taking into account all previous results, the fact thatShp

0
h = ShPhpini , and the Lebesgue theorem, w

are able to pass to the limit.

ξ(pini,w)ψ(0) − ξ

T∫
0

(p,w)
∂ψ

∂t
dt + ξ

T∫
0

(g∇p,∇w)dt

= 1

ξ

T∫
0

(
gf0(p),w

)
dt + ξ

T∫
0

(
gF |∇p|,w)

dt.

Obviously, the functionp satisfies the initial condition in L2(Ω) (see [25]). The uniqueness shown in
allows to claim the convergence of the entire sequence of discrete solutions to the weak solutio
problem (6).

4. Numerical experiments

In this section, we present results obtained by means of the above-described algorithm. We pro
only several artificially created examples, but we also test our approach on real photographically o
images.

We first mention the nonlinear Gauss–Seidel iteration scheme for the resolution of (8),
represents a system of(N1 − 1)(N2 − 1) nonlinear algebraic equations, and can be written as follow

ξAp − τ

ξ
f(p) = ξF, (13)

where

p = (
pk

h,i,j

)N1−1,N2−1
i=1,j=1 ,

Ap = (
pk

h,i,j − τ∇h · (g∇̄hp
k
h

)
i,j

)N1−1,N2−1
i=1,j=1 ,

f(p) = (
gi,j f0

(
pk

h,i,j

))N1−1,N2−1
i=1,j=1 ,

F = (
pk−1

h,i,j + τgi,jFi,j

∣∣(∇̄hp
k−1
h

)
i,j

∣∣)N1−1,N2−1
i=1,j=1 .

We decompose the operatorA using auxiliary operators

Dp =
(

pk
h,i,j + τ

(
gi+1,j + gi,j

h2
1

+ gi,j+1 + gi,j

h2
2

)
pk

h,i,j

)N1−1,N2−1

i=1,j=1

,

Lp =
(

−τ
gi,j

h2
1

pk
h,i−1,j − τ

gi,j

h2
2

pk
h,i,j−1

)N1−1,N2−1

i=1,j=1

,

Up =
(

−τ
gi+1,j

h2
1

pk
h,i+1,j − τ

gi,j+1

h2
2

pk
h,i,j+1

)N1−1,N2−1

i=1,j=1

,

so that we haveA = D + L + U.
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We solve (13) by means of the point-wise Gauss–Seidel nonlinear iterative method in the following
form

e level:

chemes
ameter

verned

f

e
t)
dge is

nce

an
mation
s. The
see [4,
erefore
, the

n

ξ(D + L)
(
pl+1 − pl

) = ξF −
(

ξApl − τ

ξ
f
(
pl

))
, (14)

where the indexl denotes the iteration sequence. For the initial guess, we choose the previous tim

p0 = (
pk−1

h,i,j

)N1−1,N2−1
i=1,j=1 .

Remarks on the practical use of the scheme
In the segmentation tasks, the presented method exhibits behaviour similar to other level-set s

and is semi-automatic, too, i.e., it requires an initial user’s interaction. We give a recipe for the par
values as follows:

(1) Choice ofF andpini : Given the imageP0 to process, we choose the two parametersF andpini

simultaneously by the usual experience with the behaviour of the mean-curvature flow in plane go
by the law

vΓ = −κΓ − F, (15)

where the closed curveΓ shrinks to a point whenF = 0, and this motion is accelerated forF positive,
slowed, suppressed or even inverted forF negative. We either cover the objects of interest (a part oΩ ,
in which we expect to recognize some edges) by the setΩini with the smooth boundaryΓini representing
the initial segmentation curve and setF > 0. Alternatively, we insert the setΩini inside the object to be
segmented, and setF < 0. Thenpini is the characteristic function ofΩini , or optionally its regularized
version, andF can have the magnitude corresponding to 1/diamΩini and the sign mentioned abov
ensuring motion ofΓini by velocity of the order of 1/diamΩini (therefore not too slow, and not too fas
towards the edges of interest. The fine-tuning of the segmentation curve in the vicinity of the e
performed by the terms containing the functiong.

(2) Choice ofg: The functiong has the following form

g(s) = 1

1+ λs2
,

whereλ > 0 is a parameter. Forλ ∈ (5,50) used in our computations, we did not observe big differe
in the result and in reliability of the method.

(3) Choice ofξ , a, h and τ : The parameterξ relates the solution of (6) and the motion by me
curvature, as indicated in [3, Lemma 4.6]. However, we do not require any quantitative approxi
of the mean-curvature flow by the Allen–Cahn equation (6), for the given range of application
extensive computational experience with the model (6) containing the gradient coupling term (
5] and compare with other computational results without such a term, e.g., in [24,19,30,15]) th
suggests to takeξ < 0.1 andh � ξ . The scheme (8) is proved to be unconditionally stable. However
sufficient condition for the solvability of (8) suggests the relationship (11). The parametera, which has
no significant influence to the results, is set toa = 1 in all experiments.

(4) Choice ofGσ : The functionGσ is represented by a 3× 3 smoothing kernel. The convolutio
Gσ ∗ P0 can be computed beforehand.
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(5) Choice of the stopping time: The time evolution generated by the algorithm fork = 0,1, . . . is
terminated whenever a position change of the recovery curve is below a specified threshold. For this
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n
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riment

s longer
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volution

an
. Due
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curve
do over
ment, a
ided
. 7

volving
d J.H.
erland
purpose, we use the stopping criterion according to [37], i.e., we stop the computation as soo
following inequality for the discrete values of the segmentation function holds

1

M

∑
i,j

∣∣pk+1
i,j − pk

i,j

∣∣ � Cτh2. (16)

The sum is over all grid points,M denotes the total number of grid points. The use of (16) origin
developed for the level-set methods rely on the fact that the phase-field method works on a
principle. This criterion is sometimes too strict, the solutionp may not satisfy (16) yet, but the positio
of the interface is not visibly changing anymore.

In the following, we describe the computational experiments presented in Figs. 1–7. The para
used for the computations are presented in the caption of each figure. During the evolution, a
interface develops around the level linep = 0.5, which determines position of the segmentation cu
In the experiments with artificial images, we plot the segmentation functionp from which the position of
the curve is apparent. In the experiments with real images, we plot the recovery curve into the pr
imageP0.

In Fig. 1, a shape recovery of four different objects in an artificial image (bottom right) is pres
The image was not degraded by noise. Sharp corners and quite a complicated shape of the l
are recovered. The solutionp is shown at 5 subsequent time levels. Fig. 2 presents the same expe
performed on the image on which additive noise has been applied. The solutionp is shown at 8 time
levels. Apparently, the noise delays the curve evolution and therefore, the second experiment take
to stop. In Fig. 3, we present a numerical experiment on the artificial noisy image (bottom right) th
degraded by the “salt-and-pepper” noise. The results are shown at 5 time levels. Another exp
with the artificial image of the letter ‘A’ is presented in Fig. 4. Additive noise was applied to the im
We can see that a neighborhood of the letter is recovered very fast. However, most of the time e
is spent in recovering the sharp corner in the upper part of the letter. The solutionp is shown at 8
time levels. In the following experiments with real images, we do not plot the solutionp, but only
the position of the curve (i.e., the level set ofp at 0.5). In Fig. 5, we present the experiment with
echocardiographic image. The initial position of the curve is given inside the human left ventricle
to the negative sign ofF , the curve grows outwards. The curve is shown at 6 time levels. The ori
picture is provided by Prof. C. Lamberti, University of Bologna, Italy. The boundary at which the
stops need not be very sharp as it is demonstrated in Fig. 6 of the satellite image of a torna
the Indian Ocean. The curve is placed inside the cloud and expands outwards. In this experi
higher value ofλ is used. The evolving curve is shown at 6 time levels. The original picture is prov
by EUMETSAT (http://www.eumetsat.de). The last numerical experiment presented in Fig
demonstrates the recovery of edges in the microscopic picture of a growing dendrite. The e
curve is shown at 6 time levels. The original picture is provided with courtesy of H. Singer an
Bilgram, Solid-State Physics Laboratory, Swiss Federal Institute of Technology Zurich, Switz
(http://www.dendrites.ethz.ch).
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