
Conclusion

Multivariate modelling methods count doubtlessly among the modern ap-
proaches in time series processing, allowing us to capture wider area of
causalities that are of our interest. Supported by powerful data collect-
ing technologies such as GPS, we are able to model relations of time space
entities, namely the varying geometrical positions of points. They reflect
processes that interact locally, regionally and globally. In the thesis, we
have presented several known methods and proposed some new methods for
multivariate time series modelling, as listed below.
In terms of particular application, we concentrated on permanent GPS ob-

servations, that serve for regular monitoring of the Earth’s crust kinematics
(and for other research purposes). The time series of north and east hori-
zontal coordinates clearly show the long-term drift of Eurasian tectonic plate
as linear deterministic trend, which is common to every point in the area.
Besides this, the time series visibly reflect other effects (e.g., deterministic
seasonality), either as a common or as a unique feature. They can be and
partly they were distinguished from each other by the methods of multivari-
ate modelling as proposed in this thesis.

The work on the thesis brought several contributions both to theoretical
and practical aspects of time series analysis.
First, the thesis has good informative value due to summarizing the recent

methods in multivariate context.
Second, we have proposed new extension to regime-switching models when

transition variable is determined by aggregation operators. Thanks to variety
of such operators, usefulness of this approach is appreciable as it gives more
freedom to fit one’s empirical feeling without any loss of reliability. The
extension causes no limitation to properties of the nonlinear models so the
familiar testing and parameter estimation procedures apply as shown in a
standalone section.
Third, a more general formula has been derived for Akaike and Schwarz

information criteria used to choose the correct order of VAR in individual
regimes. The generalisation allows computer aided modelling to encompass
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vector variable, arbitrary transition function and regime varying order of
autoregression in single procedure.
Fourth, we extend the (modified) Diebold-Mariano test to multivariate case

as - to our best knowledge - no such attempt has been published so far.
Fifth, in experimental part of thesis we have shown that investigating com-

mon features can significantly improve forecast accuracy of linear models.
Improvement in fit is achieved also in using linear convex combination of
two copulas, which can be considered as very easy and effective way of con-
structing multi-parametric copulas. This approach is brand new to copula
theory.
At last, the complete source code is available in appendix for the main

modelling routines, that is nonlinear model specification, cointegration and
common seasonality detection and transformation, nonparametric and semi-
parametric fitting of Archimedean copula compared to more universal nonlin-
ear least squares based fit approach. All the routines are coded in computer
algebra system Mathematica, properly supplied with description to help prac-
titioners easily implement their specific ideas. The copula fitting program
has already been requested from abroad for application in civil engineering
and it contains also estimation of standard deviation of copula parameters.
Nevertheless, our prime attention was paid to the largest algorithm encapsu-
lated to function fConditionalRegimeSwitching. It focuses on conditional
estimation of general STAR model parameters and allows one to set variety
of input options according to particular problem, e.g., inclusion of exogenous
variables, regime specific AR orders, number of regimes, parameters grid,
transition and aggregation functions, number of forecast steps and Monte-
Carlo cycles. As output - besides parameters estimation and forecasting -
it offers the measures for model selection based on both in-sample (sum of
squared residuals, information criteria) and out-of-sample fit (forecast er-
rors).
Basically, the whole work is tried to be elaborated keeping in mind the

best possible universality thus allowing wide applicability in practice and
convenient implementation into computer languages, for instance either as
web-based application accessible on Internet or locally executable programme
built from C source code export.
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[44] van Dijk, D., Teräsvirta, T., Franses, P.H.: Smooth Transition Au-
toregressive Models - A Survey of Recent Developments, Econometric
Institute Research Report EI 2000-23/A (2000).

[45] Tsay, R.S.: Testing and modeling multivariate threshold models, Jour-
nal of the American Statistical Association, vol. 93, 1188–1202 (1998).

[46] Weise, C.L.: The Asymmetric Effects of Monetary Policy: A Nonlinear
Vector Autoregression Approach, Journal of Money, Credit, and Bank-
ing, vol. 31, 85–108 (1999)



Index

p-value, 89

aberrant observation, 20
AIC, 9, 23, 38, 79
AR, 3

polynomial, 3
ARMA, 3

BIC, 10, 23, 38

canonical correlation, 55, 66
coefficient

correlation, Pearson’s, 72
of determination, 7

cointegrating vector, 52
restriction upon, 59

cointegration, 47
concordance, 73
copula, 70

Archimedean, 75
generator of, 75

linear convex combination, 95
normal, 72
product, 71

dummy variable
seasonal, 18

eigenvalue problem, 54, 66
equilibrium, 32, 50
error

prediction
mean absolute, see MAPE
mean squared, see MSPE
squared, see SPE

prediction (forecast), 10, 24
ESTAR, 30
estimation

conditional OLS, 39
nonlinear least squares, 39

filter
differencing, see differencing op-

erator
forecast, 10, 40

comparison, 11
from VAR, 24

Fréchet-Hoeffding bounds, 71
function

autocorrelation, 5
conditional likelihood, 54
Debye, 76
indicator, 12, 29
marginal distribution, 71

empirical, 79
partial autocorrelation, 5
transition, 29

exponential, 30
logistic, 29, 30

GPS, vii
Granger causality, 24

heteroscedasticity, 8

information criterion, 9
Akaike, see AIC
Schwarz(bayesian), see BIC

integration, 15

107



108 INDEX

level shift, 20
likelihood ratio, 55
loss differential, 12, 25
LSTAR, 30

MAPE, 11
measure of association, 73

Kendall’s tau, 73
Spearman’s rho, 74

model
autoregressive, see AR

and moving average, see ARMA
smooth transition, see STAR
threshold , see TAR

deterministic trend, 14
dynamic simultaneous, 22, 48
identification, 5
periodic AR, see PAR
regime-switching, 27
selection, 6, 9
specification, 5, 36
static regression, 21
stochastic trend, 15
vector AR, see VAR
vector error correction, see VECM

MSPE, 11

operator
aggregation, 41
differencing, 14
lag, 3
OWA, 41

outlier
additive, 20
innovative, 20

PAR, 19
parameters

adjustment, 50
cointegration, 50

period, 18
permanent station, vii

product moment matrix, 53, 66

Q-Q plot, 78

random walk, 14, 48
representation

theorem, Granger’s, 51
Wold, 24

seasonal variation
deterministic, 18

common, 65
in AR parameters, 19
in lags, 19

SETAR, 29
Sklar’s theorem, 71
SPE, 10, 24
spurious regression, 47
STAR, 29
system

coordinate
horizontal topocentric, vii

Global positioning, see GPS

TAR, 28
test

diagnostic, 7
Dickey-Fuller (for unit root), 15
Diebold-Mariano, 12

modified, 13, 91
difference-sign, 8
Engle-Granger (for cointegration),

52
for common deterministic season-

ality, 65
for common deterministic trend

slope, 62
Jarque-Bera (for normality), 8
Johansen’s (for cointegration), 53

deterministic terms in, 56
KPSS (for stationarity), 17
linearity
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LM-type, 34
Tsay’s, 33

portmanteau, 7
sign, of predictive accuracy, 12
turning point, 8

threshold variable, 29
time series, 1

components of, 1
transition variable, 31
trend, 13

deterministic, 14
common, 61

stochastic, 14
common, 60

unit root, 4

VAR, 22
VECM, 50, 51

white noise, 2
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Appendix

Source code for the main procedures described in the thesis. Fully compatible
with Mathematica v5.2 and ’TimeSeries’ extra package.

1. Modelling bivariate regime-switching nonlinearity in simulated and ob-
served time series.

2. Transformation according to common trend and seasonality. Forecast
performance comparison.

3. Definition of functions utilised in above procedures.

4. Fitting of Archimedean copulas.
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